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FOREWORD

The U.S. Environmental Protection Agency (U.S. EPA) is charged by Congress with protecting
the Nation’s land, air, and water resources. Under a mandate of national environmental laws, the
Agency strives to formulate and implement actions leading to a compatible balance between
human activities and the ability of natural systems to support and nurture life. To meet this
mandate, EPA’s research program is providing data and technical support for solving
environmental problems today and building a science knowledge base necessary to manage our
ecological resources wisely, understand how pollutants affect our health, and prevent or reduce
environmental risks in the future.

The National Risk Management Research Laboratory (NRMRL) is the Agency’s center for
investigation of technological and management approaches for preventing and reducing risks
from pollution that threaten human health and the environment. The focus of the Laboratory’s
research program is on methods and their cost-effectiveness for prevention and control of
pollution to air, land, water, and subsurface resources; protection of water quality in public water
systems; remediation of contaminated sites, sediments and groundwater; prevention and control
of indoor air pollution; and restoration of ecosystems. NRMRL collaborates with both public
and private sector partners to foster technologies that reduce the cost of compliance and to
anticipate emerging problems. NRMRL’s research provides solutions to environmental
problems by: developing and promoting technologies that protect and improve the environment;
advancing scientific and engineering information to support regulatory and policy decisions; and
providing the technical support and information transfer to ensure implementation of
environmental regulations and strategies at the national, state, and community levels.

This publication has been produced as part of the EPA Office of Research and Development
(ORD) research programs, conforming to the Laboratory’s strategic long-term research plan. It

is published and made available by EPA’s Office of Research and Development to assist the user
community and to link researchers with their clients.

Cynthia Sonich-Mullin, Director
National Risk Management Research Laboratory
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PREFACE

Water is essential to life. Uneven distribution of population and water resources in the
world results in more than 1.1 billion people with a lack of access to clean drinking water and 2.6
billion people deprived of adequate water sanitation. Today fresh water is being consumed at an
alarming rate almost doubling every 20 years. Global changes further exacerbate this already
stressed situation. It can be said that water availability is not only a problem for developing
countries, but one facing developed nations that are saddled with an aging water infrastructure.
Pressed by challenges, however, civilizations have always found innovative solutions to meet
water resource needs and adapt to evolving social and environmental conditions. This spirit of
adaptation continues to this very date and will continue.

Today one of the most complex challenges facing our nation revolves around water
supply sustainability, often framed in name of water-environment-energy nexus. The challenge
is acute in light of occurring and future changes in land use and hydroclimatic conditions, and
thus require a holistic water management approach. For the purpose, interdisciplinary research
and developments are often a first step in order to supplement and improve current water
management and engineering practice.

The national adaptation assessment report synthesizes the results of multidisciplinary
research and development in the last eight years. It presents an assessment of our nation’s water
resource infrastructure, characterizes hydroclimatic provinces and future hydroclimatic and land
use conditions. It further introduces planning and engineering means to develop quantitative
scientific basis for adapting water infrastructure and, in general, for urban development. The
systematic adaptation approach is structured at multiple levels from integrated watershed
management, urban-scale planning, to individual water system engineering.

In considering the water infrastructure adaptation needs, a suite of tools ranging from
those in strategic planning, master planning and engineering, to those in watershed modeling and
drinking water plant simulations, have been developed or adopted. These adaptation techniques
for different levels of purposes are described in this report and other companying publications
with illustration of case studies. The focus is to develop actionable science and engineering basis
for adapting to the likely future environmental stressors at local scales, and by doing so, to
support water resource managers and technical stakeholders who face the technical complexity.
While this report provides a wealth of technical data and information, it only marks the
beginning of a long march toward the goal of sustainable water resource and resilient
infrastructure in the time of accelerating global changes.
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ABSTRACT

This report “National Water Infrastructure Adaptation Assessment: Part II, Smart Urban
Designer (SUD) and Case Studies” is a part of the research effort undertaken by the EPA Office
of Research and Development (ORD) Water Systems Division (WSD) on national water
infrastructure assessment. The multi-year research has generated data, models and methods to
assess the water infrastructure vulnerability and develop sustainable planning and designs for
infrastructure improvement. This research, organized by ORD’s Air and Energy (A-E) program
in collaboration with EPA’s Office of Water (OW), 1s summarized into four documents. The first
document published in 2015 contains a preliminary regulatory and technical analysis of the
United States water infrastructure, and its relationship to hydroclimatic and socioeconomic
changes.

The Part II report 1s focused on the SUD tools and methods for urban planning and
infrastructure adaptation design. The content aims to assist water practitioners and urban
planners in developing resilient, efficient and economic water supply systems and water
management programs. At the same time, the tools and methods can help practitioners with
understanding the interconnectedness of urban growth, transportation and pollution to the water
infrastructure system. In sequence, the report first outlines adaptation objectives and the SUD
framework in three spatial scales. Next, it describes unique environmental properties associated
with urban growth and current planning practices to facilitate urban growth. In Sections 3.0-7.0,
the core SUD components in urban planning and water system engineering are described. Case
studies are provided for further insights on the utilities and function of SUD tools and methods.
In Section 8.0, the SUD application in coastal areas illustrates the complex factors of the
hydroclimatic impacts in adaptation planning.

It is noteworthy that water infrastructure adaptation can take place at different scales:
regional urban-wide planning, water system optimization for master planning, and adaptive
engineering and design for local water infrastructure components. The adaptive urban planning
concept consists of an integrated analysis and scenario-based simulation of future land use,
transportation and water infrastructure. The actions aim to improve urban efficiency and achieve
adaptation co-benefits in infrastructure economics and resilience. The resulting urban form sets
up the framework to which water infrastructure services can be adopted. At the water-system
level, the SUD adaptation tools include those for trade-off analysis in evaluating infrastructure
master planning options. At the local level, the SUD tools and methods include those newly
developed for modeling water treatment, distribution, water storage and conservation. Together
with real-time water monitoring and forecasting techniques that will be described in other
Adaptation Assessment documents, a suite of techniques has become available for water
managers in assisting water supply system planning and improvement.

These developed adaptation methods were examined in adaptation case studies on urban
water supplies in both the U.S. inland and coastal regions. The applications include adaptation
studies for urban infrastructure and water systems in Cincinnati, Ohio; Manatee County, Florida;
Las Vegas Valley Water District, Nevada; and Mattapoisett, Massachusetts. It is noted that the
technical national adaptation assessment report covers a wide range of technical subjects and is

vii
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developed for technical professionals. A companion synopsis report is prepared and will be
published separately to disseminate the highly technical information to managers, policy-makers
and a broader audience.
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ABBREVIATIONS AND NOTATIONS

Definitions and Abbreviations

AADT
AERMOD

annual average daily traffic
American Meteorological Society and U.S. Environmental Protection Agency
Regulatory Model

AIR-SUSTAIN  Air Impact Relating Scenario-Based Urban Setting and Transportation Asset

AMO
APAD
ASR
AUP&ET
AwwaRF
BASINS

BMP

BOD

CA

CAA
CAL3QHC

CBD
CDF
CR
CSO
CSS
CWA
CWT
CWS
D/DBP
DALR
DBP
DOC
DOT
DW
EBMUD
EC
GAC
GCWW
GHG
GIS

in Network

Atlantic Meridian Oscillation

all-pipe and all demand

aquifer storage and Recovery

Adaptive Urban Planning and Engineering Tool

Water Research Foundation

U.S. EPA’s Better Assessment Science Integrating Point and Non-Point Sources
model

better management practices

biological oxygen demand

cellular automata

Clean Air Act

CALINE3-based CO model with queuing and hot spot calculations and with a
traffic model to calculate delays and queues

central business district

cumulative density function

capacity reserve

combined sewer overflow

combined sewer system

Clean Water Act

continuous wavelet transformation

community water systems

disinfectant/disinfection byproduct

dry adiabatic lapse rate

disinfection by-products

dissolved organ carbon

U.S. Department of Transportation

drinking water

East Bay Municipal Utility District

elemental carbon in air emission

granular activated carbon

Greater Cincinnati Water Works

greenhouse gas

geographical information system

XX
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GUI
HAASs

HDVC
iCLUS
ICR
IDF
IPCC
WM
LANDSAT
LCA
LID
LVVWD
MARS
MCE
MCL
MCLG
MGD
MIA
MSX
NOAA
MODIS
NOM
MOVES
NAAQS
NPDES
NRMRL
NSC
NTU
NYCDEP
0&M
oC
OKI
ORD
OTAQ
oW
POU
PR/MRWSA
PVC
R&D
RO
RSSCT
SAWS
SBL
SDWA

graphic user interface

haloacetic acids (nine individual species and the total of five (HAAs), six (HAA¢)

and nine (HA Ao) species)
hourly demand variation curve
U.S. EPA’s Integrated Climate and Land Use Scenarios
information collection rule
precipitation intensity — duration — frequency
United Nation’s Intergovernmental Panel on Climate Change
integrated watershed modeling
land remote-sensing satellite (system)
life cycle analysis
low-impact development
Las Vegas Valley Water District
Manatee agricultural reuse supply
multiple criteria evaluation
maximum contaminant level
maximum contaminant level goal
million gallons per day
most impacted area
EPANET Multi Species Extension
National Oceanic and Atmospheric Administration
moderate resolution imaging spectroradiometer (for satellite)
natural organic matter
U.S. EPA’s Motor Vehicle Emission Simulator model
U.S. EPA’s National Ambient Air Quality Standards
National Pollution Discharge Elimination Systems
U.S. EPA National Risk Management Research Laboratory
U.S. EPA’s National Stormwater Calculator
nephelometric turbidity unit
New York City Department of Environmental Protection
operation and maintenance
organic carbon in air emission
Ohio-Kentucky-Indiana Regional Council of Governments
U.S. EPA Office of Research and Development
U.S. EPA Office of Transportation Air Quality
U.S. EPA Office of Water
point-of-use
Peace River Manasota Regional Water Supply Authority
polyvinyl chloride
research and development
reserve osmosis
rapid small-scale column test
San Antonio Water System
stable boundary layer
Safe Drinking Water Act

XX1
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SLOSH
SLR
SRES
SUD
SWFWMD
SWMM
SWAT
TAZ

TDF
THM
TTHM
UHI

U.S. EPA
USGS
UVA
VISUM
VISSIM
VSP
WHO
WRAP
WTP
WTP-cam
WUCA
WwUP
WW

sea land overland surge height, NOAA’s computer program
sea level rise

Special Report on Emissions Scenarios

Smart Urban Designer

Southwest Florida Water Management District

surface water management model

Soil and water assessment tool

traffic analysis zone

travel demand forecasting

trihalomethane

sum of four individual species of trihalomethanes

urban heat island

U.S. Environmental Protection Agency

U.S. Geological Service

ultraviolet absorbance at 254 nm

a macroscopic traffic model after “Verkehr In Stiddten - SIMulationsmodell”
a microscopic traffic model after "Verkehr In Stadten - SIMulationsmodell"
vehicle specific power

World Health Organization

U.S. EPA Water Resources Adaptation Program

water treatment plant

water treatment-climate adaptation model

water use caution area

water use permits

wastewater

Notation and Symbels in Equations

level of significance
BOD removal rate

a vector of independent, normally distributed random variables with mean zero

and variance one
hydraulic residence time
biomass cell age in the aeration tank

defined by §= (1 4,9, )/Hc

average of water quality for baseline scenario

average of water quality for future scenario in 2050
correlation coefficient

standard deviation of water quality for baseline scenario
standard deviation of water quality for future scenario in 2050

xxil
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T, standard deviation of Oy

T, standard deviation of Qyx

¥ defined by w = x /¥,

a a parameter for TOC removal, defined by , - 0.682.70c  or an empirical
parameter for GAC cost estimation

b a parameter for TOC removal, defined by b =0.167pH?* —0.808pI +19.086 Of an
empirical parameter for GAC cost estimation

¢ BOD concentration in discharge or an empirical parameter for GAC cost
estimation

o initial BOD concentration

D GAC reactivation period

D, a known correlation matrix for the nine raw water quality parameters

EBCT empty bed contact time

i sequence number of pixel of a quantitative component

j sequence number of time period

k, BOD degradation constant

m, mass loading

0] flow rate

roc,, effluent TOC concentration from GAC processing

TOC, input TOC concentration to GAC unit

USRT process design or operating variable

vV aeration tank volume

w weighing factor

X microorganism concentration in the aeration tank in mg/L; and TOC increment

over the compliance criterion, 2 mg/L
y capital of operation and maintenance cost for GAC processing
Y maximum yield coefficient in mg/mg for an aeration tank; and net annual cost of
GAC processing
: either O or 1 for adjusting the cost functions for a range of USRT values
z, vector of nine raw water quality parameters used in WTP/WTP-cam modeling

xx1ii
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Part Two: Smart Urban Designer (SUD) and Application Case Studies

Y. Jeffrey Yang!, Heng Wei?, Xinhao Wang, Steven Buchberger?, Marissa S. Liang®, Ni-bin
Chang*, Britta Bierwagen®, Susan Julius®, Zhiwei Li®, Dominic L. Boccelli?, Robert M. Clark’,
Hou Liu?, and Jill Neal

The national adaptation report Part I (U.S. EPA, 2015a) described multiple environmental
and economic stressors facing our nation’s water infrastructure. It further discussed the need for
adaptation of the infrastructure resilience and sustainability. This Part II report investigates the
relationship through scenario-based adaptation among the factors of climate factors, land use
changes, urban growth, population shifts, transportation, energy, air and water pollution, and
water management. These factors can be shown to interact at the watershed, urban, and system-
specific local levels. For example, development can lead to an urban heat island (UHI)
occurrence, which increases energy use and water consumption, but may reduce overall energy
needs when smart growth policies are devised. Low density development leads to a lesser UHI
effect, but higher use for energy in transportation, which adds to air pollution. Development can
also alter rainfall and runoff characteristics, which have subsequent impacts on water supplies
and water quality. The latter changes may require water plant processes to be altered, thereby
increasing energy needs. Poorly planned development patterns also impact water demand
distribution and sewer system operations with respect to pipe condition, water age and power
usage. The current situation is not a sustainable. Obviously, water infrastructure sustainability is
a multi-dimensional issue intrinsically related to watershed management, urban development
pathways, and individual water system engineering.

As a result, the Part II report presented here is focused on Smart Urban Design (SUD)
tools and methods, their principles for urban planning and infrastructure adaptation design. Thus
the report aims at assisting water practitioners and urban planners in developing resilient,
efficient and economical water supply, wastewater disposal, stormwater management and
transportation systems. In sequence, the report first outlines adaptation objectives and the SUD
framework at three spatial scales. Next, it describes unique environmental properties associated
with urban growth and current planning practices to facilitate the growth. In Sections 3.0-7.0, the
core SUD components in urban planning and water system engineering are described. The case
studies provide further insight on the function and utility of SUD tools and methods. In Section
8.0, the SUD application in coastal areas briefly illustrates the complex factors of the
hydroclimatic impacts in adaptation planning. Finally, the summary and recommendations are
presented in Section 9.0.

1U.S. EPA, Office of Research and Development, Cincinnati, Ohio

2 University of Cincinnati, Cincinnati, Ohio

3 U.S. EPA, Office of Research and Development, ORISE participant, Cincinnati, Ohio
4 University of Central Florida, Orlando, Florida

°U.S. EPA, Office of Research and Development, Washington, District of Columbia.

® Carbon Sequestration Technologies, LLC., Pittsburgh, Pennsylvania

7 Environmental and Health Consultant, Cincinnati, Ohio

ED_002522A_00000129-00026



1. Sustainable Development of Urban Water Systems

Hydrological impacts from climate and land use changes are often not well characterized
or understood by local agencies charged urban infrastructure planning and engineering. Given
that the practitioners and water managers are risk-averse, a properly defined design basis is the
first and fundamental step. How to developing the design basis can directly affect the
infrastructure management objectives in years to come. Because much of this infrastructure will
remain in place for 50 to 100 years, there is significant uncertainty on how it relates to planning
today, and on the potential for stranded capacity in the future, which is costly to rate and tax
payers. Failure to provide adequate infrastructure has serious economic consequences. Similarly,
the uncertainty resulting from the capacity excess or deficit creates significant concern for local
officials charged with infrastructure management. Providing a means to help reduce these
uncertainties with methods and tools for local officials to construct a more resilient future is the
focus of this research report.

1.1. Adaptation considerations

The projections of future hydroclimatic and land use conditions often have too much
uncertainty for widely practiced planning and engineering of capital-intensive water
infrastructure and urban development. Thus, it is essential to incorporate them into planning and
design process. The adaptation process defined by this report is intended to manage the
uncertainties of the hydrological and land use projections. For this reason, an iterative modeling-
monitoring approach in Figure 2-1 is developed. It aims at reducing the uncertainty to the degree
that is appropriate for infrastructure projects. It also incorporates a process of re-evaluating the
adaptation design and objectives to permit ongoing changes with the ability to further adapt to
the changing circumstances. This adaptive practice is pertinent when significant hydroclimatic
impacts may be realized in a local watershed.

Because of the uncertainty on future projections, water managers need to manage the risk
of consequences from inadequate, poorly planned or delayed adaptation efforts. The
consequences of inadequate adaptation and adaptation limitations has been described in literature
(e.g., Felgenhauer and Bruin, 2009, Felgenhauer and Webster, 2013). SUD tools and methods
are described here for infrastructure planners and engineers to use when developing appropriate
investments that will have long life and utility, minimize contributions to global impacts
(reduced emission, for example), provide for added economic efficiency (e.g., improved
transportation and water service), and protect public and private infrastructure investments, while
minimizing the need for future costly investments.

Hydrological responses from climate and land use changes are realized in long durations,
while short-term disruptive climate events or climate impacts of large magnitudes can be explicit
and quantifiable. Examples of disruptive events include storm surge, urban flooding and salt
water intrusion, all of which are commonly found in coastal areas. Actionable technical
information is usually available for design and implementation of adaptation actions. This
scenario 1s marked as Step (1) in Figure 2-1. For long-term hydrological impacts, model
simulations of land use and future climate are frequently used to project the hydroclimatic impact
on watershed hydrology. This 1s marked as the first tier of actions in Figure 2-1. The integrated
model simulation and monitoring framework to quantify the combined hydrological effects of
climate, land use and population changes, will be presented in subsequent publications.
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The Processes A and B (Figure 2-1) involve real-time or near real-time monitoring and
data development as tools to validate and further refine climate and land use projections. The
land use and climate modeling updates, marked as Actions (a) and (b) in Figure 2-1, may yield
projections with less uncertainty. The outputs and subsequent integrated hydrological modeling
should be helpful toward developing the technical basis for adaptation planning and engineering
design. This step is marked as Step (2) in Figure 2-1. In case the results remain inadequate in
the degree of certainty for engineering standards and adaptation option evaluation, the iterative
process continues in Steps (3) and (4). For this objective-oriented monitoring-to-adaptation
process, the tools for integrated hydrological modeling and the near real-time monitoring are
available. Examples include the framework using MODIS and LANDSAT satellite imagery
(e.g., Chang et al., 2006). A future publication will describe the monitoring framework and its
application examples.

Water infrastructure and transportation infrastructure are two fundamental elements in
urban developments that provide vital urban services and closely relates to land use and urban
economic activities. Several considerations in framing the infrastructure adaptation are
important, including objective definition, constraint assessment, adaptation feasibility analysis,
adaptation option comparison and evaluation, and finally adaptation effectiveness evaluation.
These considerations are specific to the physical boundary of the service area, or projected
service area, under consideration (Figure 2-2), whether the adaptation is on the scale of a
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Climate modeling
revision/update

i

{

; Land use
!V” projection
i

Land use plan | i Integrated watershed
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......................................... hydrological modeling
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Figure 2-1 Schematic process diagram of iterative monitoring-adaptation framework for water
infrastructure adaptation. Symbols show steps in design basis development (See text for
details).
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watershed, urban water systems, or unit operations (e.g., techniques). The adaptation
effectiveness evaluation may further warrant urban adaptation and/or adjustment to the regional
economic and land use policies. This systematic approach serves as a venue to better
communicate the adaptation options and their tradeoffs to stakeholders.

1.1.1. Defining adaptation objective

Water infrastructure adaptation to future conditions of hydroclimate and land use is
effective only when taken in context of sustainable urban and socioeconomic development, a
central objective of many stakeholders. This emphasis agrees with the objective “downscaling”
concept described by Brown et al (2012). Although specific goals of adaptation may vary among
stakeholders and local conditions, an over-reaching and commonly shared objective can be
defined as:

* To enhance water infrastructure resilience. The ultimate purpose is to provide
uninterrupted water supply and wastewater services, and to provide the required amount
of storm water management and urban drainage, for a projected socioeconomic growth
under both current and future climate conditions.

» To increase the ability to comply with the existing regulations and help the
implementation of urban development policies. The environmental regulations related to
hydrological impacts were reviewed in the National Water Infrastructure Adaptation
Assessment Part I (U.S. EPA, 2015a). For example, in the case study described later in
Section 6.0, high total organic carbon (TOC) content, increased water age in
underutilized sections of drinking water distribution systems and increased disinfection
by-product (DBP) formation under future climate conditions can be a principal concern
for water managers.

®  To achieve co-benefits in water infrastructure adaptation and environmental resilience in
urban development. Water infrastructure construction and operation consume a
significant amount of energy and consequently yield air emissions, water pollution, and
negative ecological impacts. Thus, the co-benefit in conjunction with transportation and
building design, water infrastructure development and operation, is important to the
effectiveness of water adaptation planning and design. This is particularly pertinent in
the view of urban growth and future energy needs (Yang and Goodrich, 2014; Yang,
2010; Dodder, 2014; Dodder et al., 2010).

*  And to minimize the systems’ adaptation cost.

There is a need to analyze water and transportation infrastructure because both are
traditional and fundamental focus of urban planning and development. Transportation and
environmental impacts will be analyzed in Section 3.0. The engineering components and
functions of each of storm water, wastewater, and drinking water infrastructure will be analyzed
in Section 4.0. In addition to the traditional water management functions, attention has been
galvanized recently on water availability on the supply side and water footprints on consumption
side. For water infrastructure, these fundamental concepts can be expressed as water reuse or
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reclamation, water storage, water loss prevention, water conservation, and more importantly in
water-energy nexus (PNNL, 2012; Yang and Goodrich, 2014, and references therein).

One important attribute for consideration is the time and planning horizon for
infrastructure systems, and urban development in general. In many parts of the contiguous U.S.,
rapid urbanization and newly improved and/or constructed infrastructure services are projected
to occur, concurrently, with significant changes in hydroclimatic and land use conditions. In the
global scale, urban centers only occupy ~2% of land area on Earth, but account for 70% of global
energy consumption and air emissions (e.g., Parshall et al., 2010, ADB, 2012; IEA 2013a,b).
Urban population will further increase, reaching 6.3 billion by 2050, from 3.4 billion in 2009
(IPCC, 2014). In the future, urban change will likely lead to an even greater contribution to
global energy, water, and food consumption, as well as air emissions unless adaptation action is
taken to improve the sustainability. Surprisingly, because of the higher population density in
urban centers, emission intensity and water consumption rates on a per capita basis are mostly
lower than national averages (Dodman, 2009; ADB, 2012). Therefore, the shifting of energy and
water consumption into high-density urban centers creates location-specific socioeconomic
dynamics that adaptation needs to address. The conditions in the U.S. are similar. It is worthy to
note that this adaptation need offers opportunities to reduce per capita emissions and water
consumption, allowing meaningful changes in global energy consumption growth (Dodman,
2009). The urban infrastructure development and redevelopment have a significant potential for
these co-benefits (Yang and Goodrich, 2014). Further decreases in per capita emissions and
water intensity are possible, depending on the design and implementation of effective urban
planning and adaptation actions.

Apparently, effective infrastructure adaptation demands for a systems approach as the
means to increase urban sustainability. Many urban sustainability issues and assessment matrix
are described in relevant EPA publications (e.g., U.S. EPA, 2007a,b; 2009; 2012a). For
example, high-density developments, mixed use zoning, walkable communities, and green
development all are specific sustainability measures. These measures aim to eliminate
unnecessary urban sprawl, thereby effectively adapting water and transportation infrastructure to
a changing environment. The developments are all focused on urban performance and
efficiency. One of these matrices includes the energy and water footprint, and their combination
with economic analysis (e.g., Chang et al , 2012; Yao et al., 2014). These considerations will be
further discussed in Sections 2-4.

1.1.2. Understanding adaptation constraints

The National Water Infrastructure Adaptation Assessment Part I (U.S. EPA, 2015a)
described the vast water infrastructure built in the nation over the past century, discussed the
stressors on these water infrastructure systems (e.g., aging infrastructure, increasing demand) and
the implications on their ability to be adaptable to future changes while complying with the water
and air regulations. In the past, a significant national investment has been made to create this
vast physical urban infrastructure and is being continuously made to improve the infrastructure
reliability, resilience, and service. Thus, the physical footprints, planning guidelines, and
engineering practices, all define the premise upon which the constraints must be understood and
managed for adaptation.

6
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In urban development, water infrastructure is spatially associated with roads and mass
transit. Together both types of the urban infrastructure form the structural building blocks of
urban communities. The resulting urban form defines the social structure, population and
business distribution, which is enforced by local zoning laws and local ordinances. Common
types of urban forms are monocentric, polycentric, and those in between (Figure 2-3). Each of
the urban forms defines how urban population and economic activity are distributed in space.
The result is the so-called infrastructure “locked-in condition”, limiting the optimization
potential for water infrastructure. Consequently, fundamental change to how urban systems are
planned requires the ability to overcome the physical as well as socioeconomic barriers
associated with these “locked-in” infrastructure systems.

High

B
L

¥ Mass transit

Personal transport

CBD, exclusively zoned

CBD, mixed zoned

Communities

Commuting length, monocentric pattern

Compactness, self-contained development, density

Figure 2-3 Schematic diagram showing three major types of urban forms and their typical
properties. A — monocentric; B — mixed development with high reliance on personal
transport; and C — polycentric developments with mass transit. Other symbols: GS ~
green space; LDD ~ low density development area; HDD - high-density development
area; and CBD - central business district. Modified from Zhao et al. (2010).

The current urban development is oriented toward protecting public health and meeting
service demands, while being limited by economic considerations. This development mode has
resulted in unprecedented urban sprawl that expands the urban footprints into exurban areas.
Figure 2-4 shows the steps utilized in the current practice of urban infrastructure planning and
engineering. It starts with stakeholder engagement to determine urban socioeconomic goals, the
projected or anticipated growth factors, and related socio-physical conditions. The subsequent
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master urban planning guides the type and spatial distribution of urban land use, economic
activities, residential distribution, as well as environmental assets including water resources,
parks, green space and reservation of environmental sensitive areas. The guidelines can be
implemented and enforced through use of zoning ordinances and other regulations. This
traditional practice in urban planning leads to a final urban form, in which population and urban
activities are distributed in the monocentric, polycentric forms, and those in between.

To the extent to which a specific urban form conforms to topography and natural
environments, planning policies also play a significant role. They either reinforce the
monocentric form or change it to a multi-center polycentric configuration. As shown in Figure
2-4, each of these urban forms has distinct composition and configuration of land use patterns,
population distribution, and thus different characteristics of transportation and water
infrastructure. The subsequent phase of infrastructure planning and design follows various
guidelines and economic considerations.

For example, the Department of Transportation (DOT) has published a series of
guidelines on transportation mobility and infrastructure improvements (e.g., FHWA, 2002,
2012a, b). The EPA Office of Transportation Air Quality (OTAQ) has issued guidelines on the
emissions criteria, fuel standards and transportation vehicle technologies that affect urban air
quality (e.g., U.S. EPA, 2012a; 2011). Other technical models and tools are widely used to
evaluate and simulate the transportation needs, travel demand simulation (e.g., VISUM and
VISSIM), and air quality impacts (e.g., MOVES, AERMOD, and CAL3QHC). These topics are
discussed later in Section 3.0.

Water infrastructure is one principal element of urban infrastructure supporting and also
shaping the urban form. The water services start with potable water supplies, distribution of
drinking water to customers, followed by the collection of sewage and storm water and the
subsequent management of same to protect public health and property. Master plans are
developed for a given set of land use and economic projections with the purpose to satisfy the
current and future water supply and water sanitation expectations. Many municipalities follow a
well-defined process in developing planning objectives and determining planning variables.
Planning and engineering tools are widely available, including EPANET and its commercial
derivatives (e.g., WaterCAD, H2Omap) for drinking water supply, EPA’s SWMM and related
storm water packages for storm water management and urban drainage, and engineering software
platforms (e.g., SewerGems, H20Map/Sewer, HydraSewer). Overall, most municipalities pay
attention to the operation and management of existing infrastructure, which is aging across the
U.S. Some communities and researchers have expended efforts focused on component
optimization, system improvement and capacity expansion, but system-wide re-planning and re-
design rarely happens. These focus areas, for example, are identified in the nation-wide
assessment as described in Section 7.0 of the National Water Infrastructure Adaptation
Assessment Part I (U.S. EPA, 2015a). Apparently, the current practice promotes expansion of
existing water system infrastructure and their physical footprints.
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Municipalities and stakeholders periodically assess urban infrastructure performance after
construction and a period of operations to compare its performance against the intent of the
original master plans or new urban growth objectives. The performane evaluation serves as the
basis for master planning revision and modifications of existing urban infrastructure. This
master plan revision reoccurs periodically. Many county or municipal master-planning time
horizons are 5-30 years depending on the infrastructure types, and a revision frequency every
approximately 5 years is common in practice. Whether 5 to 30 years is sufficient has more to do
with dealing with uncertainty than other factors. Public officials are reluctant to invest too far
ahead, yet adaptation needs ultimately require them to do so. The current planning, engineering
and political process supports continuous urban sprawl into the exurban areas as opposed to
reevaluating the underlying framework of urban systems. Flanders et al. (2014) described this
type of urban sprawl in an EPA internal report for the sustainable health community research,
and analyzed its implications on urban infrastructure.

Three common types of urban sprawl are radial sprawl, ribbon sprawl, and leapfrog
sprawl, as shown schematically in Figure 2-5. Their occurrence is often a result of unplanned or
uncontrolled development. For example, general planning and engineering for water
infrastructure consists of three major steps: 1) land use and economic projection, 2) analysis of
spatial population distribution, and 3) projection of water demand and wastewater generation in a
planning timeframe. Economy-of-scale for operations favors a centralized water supply system,
which results from the initial monocentric urban form. The result is the single water, wastewater
and storm water management network, if the hydrographic conditions permit, as commonly
found in most large U.S. cities. In principle, a centralized water supply system delivers water
from a central treatment plant through a vast distribution network at a lower treatment cost than a
decentralized system, but may do so at the expense of increased energy consumption and greater
risk of water quality changes in downstream use areas. Sewer systems collect wastewater from
individual users and carry it to a central location for treatment before discharge. The same
economy-of-scale/energy expense trade-off occurs. Storm water sewers drain an urban area and
discharge overland runoff into a natural way under a NPDES permit. This arrangement is the
most energy-efficient service within a mono-centrically distributed population.

Compounding the current planning and engineering practice is that all design guidelines
are based on the assumed climate stationarity. This assumption and implication on water
infrastructure were described in the adaptation report Part I (U.S. EPA, 2015a) and in the early
EPA’s adaptation conference proceeding (U.S. EPA, 2009¢). The stationarity issue is embedded

High Density Sprawl
Medium Density Sprawl

Low Density Sprawl

Radial Sprawl Ribbon Sprawl  Leapfrog Sprawl

Figure 2-5  Three major types of urban sprawl expanding the urban footprints into exurban areas.
Reproduced from Sudhira et al. (2005).
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in planning guidelines and engineering codes, although recent revisions to the American Society
of Civil Engineers’ code of ethics includes language on the need to “comply with the principles
of sustainable development in the performance of their professional duties.”

1.1.3. Revising or redefining planning and engineering focus

There is a critical need for a significant national investment to improve and renovate the
nation’s water infrastructure. The new investment provides a rare opportunity to re-evaluate the
current urban development framework, and if needed, to break up the current urban sprawl cycle
and re-orient the growth pathways toward sustainability. Among many technical pathways, the
master planning process and plan revision process is the most practical opportunity to reduce
unnecessary urban expansion and increase the urban efficiency. This point in the process also
allows initiating and developing effective water infrastructure adaptation to hydrologic change,
in addition to the traditional land use considerations.

Figure 2-6 shows a change in the master planning process for urban adaptation that
complies with the principles of SUD. How the change for hydrologic change adaptation can take
place in planning process is schematically illustrated. The revised process, called adaptive urban
planning, contains two sets of adjustments to overcome deficiencies of the current practice
exposed in urban performance evaluation. The first pathway revolves around the urban and
infrastructure adaptation through adaptively re-aligning of the urban layouts and basic functions.
These pre-planned and adaptive actions induce changes to urban forms for better sustainability
attributes in developmental scenarios. Through adaptive planning, for example, transformation
districts and corresponding infrastructure (e.g., smart transportation and water supply and
management) may be able to induce urban transform into multi-center high-density
configurations (Figure 2-6). The principles along with an example of urban transformation will
be illustrated in subsequent Section 4.1 by analyzing the potential development scenarios for the
Cincinnati metropolitan area.

Such scenario development in urban adaptation is essential to evaluate the cost and
benefits in developing adaptation alternatives. The results provide a technical basis to inform
decision makers on the limitation of physical adaptation approaches and the likelihood of
successful adaptation of water and other urban infrastructure systems. A careful assessment of
the future changes in hydroclimate and land use conditions allows better engineering evaluation
and planning. This is important to develop a better technical basis for infrastructure planning and
design. The results may help inform decision makers about the limitations of adaptation, leading
to other options such as an infrastructure rebuild (Felgenhauer and Webster, 2013).

The second potential adaptive path is to change the developmental objectives in the
evaluation/assessment phase through inclusion of sustainability of the future urban performance
as measured against the adaptation objectives. This adjustment to the developmental objectives
can be viewed as a way to change the growth factors and socio-physical constraints, i.e. the basic
planning variables (Figure 2-6). The process and its attributes in urban development policy
setting such as environmental justice, capital flows, centralized versus decentralized
management, have been discussed extensively in literature (Small and Song 1994; Ewing 2008;
Heikkila et al. 1989; U.S. EPA 2006, 2007b; Baynes 2009; Ostrom 2010).

11
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It is worthwhile to note that the evaluation results depend on how the impacts of

hydroclimatic and land use changes are projected and characterized at the scale of interest. The
results also depend on the degree to which the projected impacts are compared to those originally
assumed in the existing master planning. This important hydrological evaluation can encompass
several key elements including:

1.1.4.

The degree of hydroclimatic change that affects the precipitation intensity-depth-
frequency (IDF) relationship in the watershed of interest. Because of its impacts on
infrastructure’s hydrological design basis, the long-term hydrological effects deserve
careful re-evaluation (Mailhot et al., 2007). This fundamentally important hydrological
impact has been extensively discussed in literature (e.g., Wilby, 2007; Beck, 2005;
Semadeni-Davies et al., 2008; Ashley et al., 2007; Pielke Sr. et al., 2007), and will be
described in the subsequent adaptation reports.

The degree of infrastructure capacity reserve incorporated into the current planning and
engineering practices such as the use of safety factors in design basis. A quantitative
evaluation of the capacity reserve (See Section 5.2) helps identify the vulnerability under
future conditions. The results inform decision-makers on the need of economic and
policy adjustment. This type of “bottom-up” assessment is facilitated by the Climate
Resilience Evaluation and Awareness Tool (CREAT) available from EPA Office of
Water® which assesses direct and indirect hydrological impacts, as well as the
atmospheric feedback of large-scale adaptation efforts. It is generally accepted that the
precipitation and temperature changes in the future can directly affect hydraulic and
water quality engineering. The impact can be exacerbated through a complex interaction
among the changes in hydrology, land use and population growth in an urban catchment.
On the other hand, atmospheric feedback of land use change can be significant. Effect on
mass conservation and energy momentum in the planetary boundary layer is known to
create precipitation variations in local and regional scales (Adegoke et al., 2007; Pielke
Sr. et al., 2007), and in changes of soil erosion and soil moisture (O’Neal et al., 2005;
Miller et al., 2007). For simplicity, this type of feedback-loop interaction is often
neglected in adaptation analysis.

The adaptation co-benefits derived from energy efficiency when developing and
evaluating the adaptation options for urban planning as they may relate to atmospheric
pollution and impacts of energy savings on precipitation patterns. In evaluating urban
infrastructure performance, such co-benefits are often neglected in current planning and
engineering practice causing a major unrealized benefit to remain unassessed. However,
this concept deserves attention in adaptive urban planning as shown in Figure 2-6.

Selecting adaptation evaluation matrix

In adaptive urban planning, the urban performance evaluation and assessment step (See

Figures 2-2 and 2-6) requires a selection of the appropriate evaluation matrix. The matrix should
include criteria that directly and indirectly related to hydrologic adaptation impacts, dependence

& hitp://water.epa.gov/infrastructural/watersecurity/climate/creat.cfm
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Table 2-1 Adaptation attributes for common objectives

Attribute Objective

Adaptive urban planning

Urban form More sustainable land use and resilient
infrastructure

Urban sprawl index Reducing exurban development

Population density Compact development

Housing density Achieving compact development

Transforming district Transitioning to polycentric form

Zoning Land use change for planned

developments

2. Urban transportation

Traffic delay Increasing transportation efficiency

Trip generation Promoting walkable community and
mass transit

Fuel consumption Reducing fuel use in urban activities

Emissions Increasing mitigation co-benefit

Urban water systems

Water availability Adequate supply to meet demand

Water quality Compliance to SDWA and CWA
regulations

Energy use Reducing energy cost in managing

water systems

Energy and emission Reducing life-cycle emission and
improving overall energy efficiency for
the mitigation co-benefit

Resilience Ability to provide service function under
natural and man-made emergency and
disruptive events

between water and carbon footprints, time of adaptation in considering the capital flow and a
trade-off analysis, as well as defining the limitations of the adaptation analysis. Some attributes
in adaptation evaluation are listed in Table 2-1.

The adaptation co-benefits in energy and air emissions are very important. This is the
basic attribute in urban infrastructure adaptation (Yang and Goodrich, 2014). Water
infrastructure contains significant energy footprints — up to 4% of total energy for a community
and the largest energy user in most communities, and may produce significant air emissions both
during construction and thereafter operations. An example is described in subsequent Section
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4.0. To evaluate the co-benefits and tradeoffs, one method relies on a conjugate water and
energy/carbon footprints (PNNL, 2012). These two sustainability indices unlock the dependence
between energy usage and water availability, and therefore can provide a useful criterion to find
compromised solutions in the adaptation option analyses. For example, adaptation solutions for
water availability in water-stressed regions often include water reclamation, reuse of treated
wastewater for non-portable and even potable purposes, desalination, and water storage (Oron et
al., 2007; Yang et al., 2007, 2010). These water availability adaptation options have high energy
intensities and generate air emissions when producing the new “virgin water.” Similarly,
compromised solutions between energy/carbon footprint and economic cost are relevant to water
infrastructure planning (Chang et al., 2013). This 1s illustrated in the Manatee County, Florida
case study described later in Section 4.2).

Obviously, an evaluation matrix 1s always objective-dependent. Some commonly
investigated pairs include water and energy/carbon footprints, water availability and cost
analysis, and water and ecological footprints (see Table 2-1). Therefore, selection and
specification of a particular evaluation matrix need to be clearly described in urban performance
evaluation and may be highly location-specific. Defining the evaluation matrix is the first step in
the adaptation process (Figure 2-1) as it can affect the adaptation pathways and the outcome.

1.2. Three levels of water infrastructure adaptation

The physical adaptation to urban infrastructure can take place at three levels of spatial
scales (Figure 2-2). Referring to Figure 2-6, adaptation may also occur at the different stages of
planning-engineering-evaluation process, such as in the planning phase, or engineering of
specific adaptation measures against specific hydroclimatic impacts (e.g., floods and chronic
droughts). As the adaptation level changes from systems adaptation (e.g., storage, water
conservation, and water loss prevention) to urban-scale and watershed-scale adaptation, the
complexity increases with respect to the system analysis, adaptation planning and engineering
design. For the remainder of this report, the technical approach for adaptation in these three
levels are discussed and illustrated in selected case studies.

1.3. Smart Urban Designer (SUD) for systems analysis

Water infrastructure adaptation in watershed scale, the urban scale, and the water system
scale has own advantages and challenges (Table 2-2). To quantify specific adaptation actions,
one integrated modeling tool “Smart Urban Designer (SUD)” was developed. It consists of
scenario-based modeling tools integrated as a platform for design of adaptation actions (Figure
2-7). The main SUD components are described below.

1.3.1 The Integrated Watershed Modeling (IWM) tool

The IWM tool is built upon EPA’s Better Assessment Science Integrating Point and Non-
Point Sources (BASINS) program (U.S. EPA, 2015b) with an integration of a land use model
under the future climate conditions (Figure 2-8a,b).

One land use model 1s EPA’s Integrated Climate and Land Use Scenarios 1CLUS) that
provides explicit projection of population, housing and land use under the future climate as
specified in Intergovernmental Panel on Climate Change’s (IPCC) Special Report on Emissions
Scenarios (SRES). At present, the iICLUS projections are at the county-scale spatial resolution
through 2100. This large development scenario tool is based on a pair of models: a demographic
model for population projection, and a spatial allocation model to distribute the projected
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Table 2-2

General advantage and challenges of three-level adaptation actions

Adaptation level

Advantage

Challenges

Integrated
Watershed
Management
(e.g., iCLUS, CA-

Ability to protect source water
quality and water availability
High feasibility via CWA and
SDWA regulatory framework

Data requirements for watershed
process understanding

Land use planning and action
often difficult to implement

Markov, HSPF) e Close interactions with urban-
! scale adaptation
¢ Large emission mitigation ¢ Complex requiring integrated

potential
¢ Greater changes amendableto |e
urban development goals

planning
Transformation required in urban

Adaptive urban development

planning tools (e.qg.,

AUP&ET) ¢ Increasing urban resilience e Cost and time for capital
investment payoff

¢ Potential to accommodate e Public acceptance
multiple objectives (e.g.,
economic, etc.)

¢ Taken as a part of capital ¢ Difficult to resolve urban-wide

improvement performance issues
+ Well-defined actions for
Infrastructure decision making « Limited adaptation potentials after

systems adaptation | ,
(e.g., WTP-cam,
EPANET)

Increase infrastructure years of improvement
capacity for specific needs
¢ Independent for quick actions |®

at relatively small capital cost

Difficult to resolve urban-wide
performance issues

population into housing units at a 1-ha pixel resolution. Population allocation from a county
scale to census tract resolution is technically challenging, because of uncertain model
assumptions for present, near-term and distant economic growth. For example, the spatially
explicit regional growth model (SERGoM) is used in population allocation to generate the
projections at a spatiotemporal resolution of 10 years for one (1) hectare. The uncertainty
associated with high-resolution population projection may be excessive for infrastructure
planning. However, this potential risk has not been assessed fully. More details on the
methodology can be found in U.S. EPA (2009b, 2010b). Projections covering the contiguous
U.S. can be accessed at https://www.epa.gov/iclus/iclus-downloads#tab-1.

Urban land use changes are dynamic. They occur at a spatial resolution much finer than
the county level resolution used in iICLUS. For applications in urban areas, the cellular-
automaton Markov (CA-Markov) land use model can be used instead (Figure 2-8a,b). The CA-
Markov method for land use projection combines the stochastic probability of future evolution
that builds on the current situation (namely, the statistical state), and the geographic association
with current and projected land use. The latter is captured by cellular automaton that depicts the
probability of spatial association in state changes. In combination, the CA-Markov modeling is
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Figure 2-8a  Program flow diagram of the Integrated Water Management (WM) program for
watershed simulations. It consists of the climate-influenced hydrological model HSPF
and land use models either by iCLUS or high-resolution CA-Markov modeling. The
program resides in the EPA’s BASINS framework. Colors indicate different blocks in
the integrated simulation process.

capable of predicting probable land changes in spatial aggregation using the geographical
information system (GIS) modeling capabilities (See Tong et al., 2012; Sun et al., 2013).
However, population and land use projections in planning scenarios are the most difficult and
least quantifiable for urban areas, especially as they may relate to impacts like sea level rise
which will alter the current land form. The problem is confounded for projections requiring high
spatial resolutions, such as in the census tract levels. Disruptive urban development policy and
events can also make model projections less accurate and not useful. Policy-driven changes can
lead to violate spatial continuum assumptions embedded in the semi-empirical CA-Markov
method. This potential problem cannot be under-estimated.

Figure 2-8a shows a general modeling framework for suburban and rural watersheds. For
urban catchments with unique land use and hydrological changes, the modeling framework is
shown in Figure 2-8b. In Figure 2-8a, the hydrological parameters (e.g., stream flow and water
quality) are modeled for future time frames of interest (e.g., 7/, 2, etc.) using BASINS program.
BASINS for assessment of water quality and flow variations in watershed runoff and surface
streams is documented in U.S. EPA (2015b) and in application studies (Tong et al., 2012; Sun et
al., 2014). The newly released BASINS4.1 is a comprehensive platform, providing a choice of
multiple hydrological simulation engines. Available models include HSPF, the Soil and Water
Assessment Tool (SWAT), the EPA Storm Water Management Model (SWMM), Generalized

18

ED_002522A_00000129-00043



Population and
employment projections

Future climate forcing (SRES)

________________________________________ L

Duswnsasbed CRURS chintate
vsiables ludne sredisitotian,
Sormmanasiin sall aian et

Calibration / validation using
>2 yr past land use maps

Post-bias correction usinglocal

""""""""""""""""""""""" m—— observationdata
Lang ol nermis sneiio or or
aronn infrastrietire dosian

Land use and population

fentian i —% Bational Stavm Woter Dateuintay
projection in GIS @ &5

Runoff projections for a given
return interval @ t,,

WM -urbancatchment
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simulation process.

Watershed Loading Function model extension (GWLF-E) MapShed, and the simple watershed
model Pollutant Loading Estimator (PLOAD), as well as two instream water quality models
AQUATOX and the Water Quality Analysis Program (WASP).

There are some generalities with model inputs for the IWM tool. The parameters for
hydrological and land use modeling are of greatest interest. First, land use projections can be
made for a desired future period, using past land use in digital format for model calibration and
validation. Additional land use constraints including nature preservations, water bodies,
historical preservations, are specified as the GIS land use model constraints. Examples can be
found in Sun et al. (2014). Separate anticipated population changes can be directly downloaded
from the iCLUS model outputs. When higher spatial resolution than the county-scale is needed,
population change is often available from master plans created by local governments. The model
outputs of land use types and population distributions are used as inputs for subsequent BASINS
hydrological modeling (Figure 2-8a).

Future climate parameters (i.e., precipitation, temperature, dew point, wind) are another
set of input parameters for hydrological modeling in BASINS. The IWM module obtains these
parameters from climate models. The model projections are further revised for post-bias
corrections using the techniques from Liang and Julius (2017) and Yang et al (2017). The
projected precipitation for given return intervals is used as one HSPF parameter in BASINS
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simulations Urban catchment is smaller in size than a rural watershed, but may contains more
dynamics changes in land use and infrastructure. EPA’s National Storm Water Calculator (U.S.
EPA, 2014) is the main simulation engine (Figure 2-8b); it is a simplified model based on EPA
SWMM on a GIS platform. In a IWM simulation, the Storm Water Calculator accepts future
land use either by green infrastructure design (e.g., detention and retention ponds, swales and
other catchment areas) or directly from CA-Markov modeling of land use at census tract
resolutions. The land use modeling techniques are described in Tong et al. (2012), Sun et al.
(2014), and Fu et al. (2018). More details will be described in a separate adaptation report.

Precipitation is the other modeling input for IWM-urban catchment. For this purpose,
downscaled climate modeling outputs are not suitable for infrastructure design or planning
because of their uncertainty. One principle reason is that microclimate in urban centers can be
significantly different than the regional climate of natural land cover. One example is the UHI
effect often discussed in literature. The unique nature of the urban microclimate is illustrated in
a case study described here in Section 4.1.

For both watershed and urban catchment areas, the IWM modeling projects key
hydrological parameters at a future time for subsequent analysis in the Adaptive Urban Planning
and Engineering Tool (AUP&ET) discussed in the next. These projections include:

= Unit hydrographs for storms of a given return interval. Both peak flow and time of
concentration are specified. Often these parameters are given in form of storm return
intervals.

= Stream base flow. The model outputs can be analyzed for changes in stream base flow
under the future land use and climate conditions. An application example can be found in
Johnson et al. (2015) and U.S. EPA (2013).

= Surface water quality parameters such as total nitrogen (TN), total phosphorus (TP),
turbidity, and organic pollutants (e.g., Tong et al., 2012).

1.3.2 Adaptive Urban Planning and Engineering Tool (AUP&ET)

The schematic diagram in Figure 2-9 shows major model components and data flows for
the scenario-based Adaptive Urban Planning and Engineering Tool (AUP&ET). The tool
considers urban development scenarios for major infrastructure systems, including
transportation, water supply, wastewater and storm water systems. These infrastructure systems
are the controlling factors for the basic urban form, employment and economic activity and
population distributions.

Urban infrastructure has a large physical footprint; one that is difficult to change
significantly after it has been built, and is highly capital-intensive. Because of the nature of large
urban infrastructure systems, it precludes the ability to perform real-world experiments for
optimal planning and design solutions. Thus AUP&ET takes the technical approach of scenario-
based computer simulations. The tool relies on two major inputs. First, the development
objectives are defined, for which a set of development options can be created for a given
physical and environmental setting. Second, for water infrastructure adaptation, water
availability and hydrological parameters of surface streams (e.g., peak and base flows, water
quality) are fundamental variables to be considered in developing the urban scenarios (Figure 2-
9). For a given urban scenario, one can quantitatively examine the future land use outputs and
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Figure 2-9.  Process flow block diagram of the scenario-based AUP&ET for urban planning and
engineering. Each of the four program modules — traffic, drinking water, wastewater and
storm water, is discussed separately in Sections 3.1 and 5.0. Colors indicate different
blocks in the integrated simulation process.

urban parameters including urban form, community functions such as literacy, convenience,
health care, and the need for transportation infrastructure. These model variables are then
incorporated into the land use modeling and imported into GIS for spatial analysis (Figure 2-9).

In an EPA internal report, Flander et al. (2014) analyzed the roles and inter-dependency
of transportation and water infrastructure in determining physical form and efficiency of urban
systems. Here the use of AUP&ET is intended to quantify environmental attributes on urban-
scale considering the interactions in development scenarios. An application example will be
described in Section 4.1. Potential analysis outcomes may include:

= Population distribution for specified development goals;
* Daily and peak traffic flow at road link levels;
= Urban-wide emissions, traffic hot-spot identification, and regional conformity analysis;

= Drinking water supply needs and their spatial variations;
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=  Storm water and wastewater generation rates and spatial variations;

* Energy consumption and cost comparisons in the transportation and water sector.

1.3.3  SmartWater for water supply

Within AUP&ET, one engineering tool is the SmartWater module for water treatment
and distribution. Different from the other planning-centric AUP&ET modules, the SmartWater
tool is developed for system engineering and for detailed unit process analysis. It consists of an
updated Water Treatment Plant (WTP) model for water treatment process engineering, and a
sensor-based data-driven EPANET for water distribution (Figure 2-10).

For WTP modeling and design, specifically, the SmartWater WTP3.0 consists of two
separate modules that are linked by an overall graphic user interface (GUI) (Figure 2-10).
WTP2.0/2.2, originally developed in 1994 and updated in 2004 (U.S. EPA, 1994; 2004), was
intended for national evaluation of water treatment plant performance to support the
promulgation of the Safe Drinking Water Act (SDWA) DBP Stage II regulations. In the SUD,
the water treatment plant — climate adaptation model (WTP-cam) is developed for plant-specific
adaptation analysis. Its application in a case study at the Greater Cincinnati Water Works
(GCWW) Richard Miller plant is described later in Section 6.3.

The SmartWater module in SUD treats the two processes in water treatment and
distribution as a single system (Figure 2-11). This approach aligns well with U.S. water utilities
having water treatment and distribution under the same management, or those distributors with
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Figure 2-10.  Schematic diagram showing basic modeling framework for WTP3.0 as a major SUD
element. It consists of the system-specific analysis using WTP-cam (Water treatment
plant — Climate Adaptation Model) and the regional analysis in WTP2.0/2.2.
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real-time data exchange with water producers. As shown in Figure 2-11, this integrated approach
in SmartWater allows one to manage and optimize the engineered treatment and distribution
infrastructure in a timely manner to address changes in source water quality and supply to meet
changing water demands. This communication exchange has become feasible because of recent
technical advances in sensor-based monitoring, real-time data communication, and algorithms
for systems optimization. More technical details will be presented in Section 6.0.

1.3.4. Source-to-tap water supply in system approach

The SUD methodology takes a systems approach toward efficient and resilience
infrastructure. The common line process diagrams in infrastructure analysis usually describe the
water systems and unit processes with simplistic consideration of the spatial interactions with
other urban components and surrounding watersheds. It is convenient. However, the traditional
approach may discount interactions between the highly dense socioeconomic activities and
required water infrastructure in the urban footprint.

Taking water supply as an example, the “source to tap” systems approach (Figure 2-11) is
the basis of SUD. Currently, the SUD tool only has surface water as the source water for
drinking water production; groundwater and reclaimed water will be considered for addition in a
later time. The rest of this Part I report discusses the four basic steps in the systems approach,
the tools, methods, and application examples:

Woter Distribution {EPANET)

Water tank

Variahles,
spurce woter

Localized
Treatment

Variables, Demand

Water Treatment (WTP-cam)

Figure 2-11.  Schematic diagram of water supply in a municipality and major system variables.
Water treatment and distribution are two engineered systems to meet variations in
source water and demand. The consideration of disinfection by-products (DBPs) is
cited for specific management and technical considerations.
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= WM modeling and analysis for water quantity and quality variations in watersheds;

*  AUP&ET modeling and analysis for urban development scenarios. The objective is to
define the water demand and its distribution at present and in the future. Energy and
economic efficiency of the urban scenarios for decision-making is also analyzed,

*  SmartWater modeling and analysis to optimize water supply efficiency. First, the system
capacity and capacity reserve are defined for the water supply objectives. Second, for a
changing source water or water demand, the potential system alteration / expansion /
addition is evaluated;

= Upon evaluation of the water infrastructure performance, a new round of system
evaluations may take place to improve infrastructure’s resilience and sustainability. This
iterative re-evaluation and adaptation process, as commonly practiced in periodic master
planning, 1s shown in Figure 2-2.

2. Adaptive Urban Planning in Urban Scales

In the recent fifth IPCC climate assessment report (IPCC, 2014), the 3™ Work Group
investigated mitigation and adaptation in urban environment. They concluded that urban form
transformation has by far, the single largest potential to achieve meaningful carbon emission
reductions while improving urban efficiency. Many publications (e.g., U.S. EPA, 2006, 20090,
and references therein) identified several common planning options including infill, interior
redevelopment, mixed land use, and employment centers. They can introduce urban
transformation to more desired configurations.

These smart growth practices and transformation measures have been applied in a
number of U.S. cities (U.S. EPA, 2007b, 2013b). They are designed to slow urban sprawl and
achieve adaptation-mitigation co-benefits, but often require changes in the metropolitan
transportation and water services. Other urban forms alternative to the traditional monocentric
configuration may offer a smaller urban physical footprint with a higher population and housing
density. However, this change is accompanied with more complicated transportation and water
infrastructure, and thus greater difficulties with planning to incorporate existing infrastructure
assets. To overcome these planning and engineering challenges, new approaches are essential to
achieve smart growth through urban form transformation. Attention in this report is given to the
methods and tools in water infrastructure planning.

Because of the high population density and integrated urban infrastructure, the urban
centers also are vulnerable to natural and man-made disruptions including significant
hydroclimate changes in the future. Three major climate effects on urban functions are shown in
Table 2-3.

2.1 Physical infrastructure and urban forms in current practice

Monocentric urban formation is common in the U.S., where urban population is
distributed around a single central business district (CBD) of concentrated economic activities.
In this urban form, automobile-based mobility is a precondition to facilitate the urban-suburban-
exurban arrangement. Typical geometry of the urban form is schematically shown as the radial
sprawl in Figure 2-5. Examples include numerous, mostly middle-to-large sized, urban centers
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such as Las Vegas, Cincinnati, Houston and most urban centers of the Northeast and the

Midwest.

As a city grows into
a very large metropolitan
center, the population
becomes more dispersed
and the monocentric form
evolves into a polycentric
arrangement of connected
satellite cities. This urban
form is now characteristic
of very large metropolitan
areas, such as the New
York City, Washington DC,
San Francisco, and Los
Angeles metropolitan
regions. The urban form
transformation, and its
implications to the CBD
formation, population
distribution, and
transportation service, have
been investigated in
literature (e.g., Gorden et
al, 1986; Small and Song,
1994; Heikkila et al., 1989;
Larson et al., 2012, Garcia-
Lopez, 2012, and Zhou et
al., 2013). The nature and
process of the
transformation has
significant implications for
the feasibility of
development and
implementation of the
adaptation options.

Table 2-3  Selected urban functions impacted by hydroclimatic

conditions

Hydroclimate Factors

Urban Functions

Long-term drought and
large swings in
precipitation variation

Water supply, landscape, local
agriculture

Wastewater and storm water NPDES
discharge to streams

Urban heat island effects and heat
spells on population health

Example: U.S. southwest, southeast,
Rocky Mountains

Heavy downpour,
disruptive
climate/meteorological
events (e.g., tornados
damaging winds, etc.)

Transportation management and
roads operations

Urban flooding and water service
systems operation

Water pollution management from
non-point source

Sewer and storm water pipe I/O
flows, and CSO occurrence

Storm surge and sea
level rise

Disruption to water supplies; changes
to hydraulic gradients affecting storm
water drainage and wastewater
collection

Disruption to transportation systems

Inundations of roads and pipe
systems

Polycentric urban form is marked by a multi-center urban configuration, shown as
leapfrog sprawl in Figure 2-5. The transition toward polycentric form may take different
pathways. On the one hand, continuous urban expansion toward more dispersed polycentric
form is a persistent trend leading to unplanned uncontrolled urban sprawl. In contrary, the
transition can permit high-density development, less personal travel, better use of mass transit
and green space, but requires a different configuration for fixed urban infrastructure assets. As
population and urban activities are redistributed, water infrastructure is accordingly transitioned
in space for a new set of operation requirements because of the need to meet new water service
and management needs. The three typical urban expansion configurations in Figure 2-5 are all
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linked to the transportation routes and other infrastructure services, forming the mode of radial,
ribbon and leapfrog sprawls (Sudhira et al., 2005). The trade-off in urban efficiency and
infrastructure sustainability is under debate on subjects ranging from resource allocation and
urban ecology, to engineering and operations (Small and Song, 1994; Ewing, 2008; Heikkila et
al., 1989; U.S. EPA, 2006, Bayes, 2009; Ostrom, 2010).

Nevertheless, the developmental effects have been widely recognized on water
infrastructure. For example, the centralized operation and management in water services have
allowed for better control of water pollution and management toward meeting water regulations.
It benefits from the economy-of-scale. However, negative environmental consequences of
centralized water infrastructure framework are found in energy use and thus potential higher
indirect emissions, barriers to resource recovery, water age in distribution systems and
vulnerability to the impact of natural and man-made incidences. The alternative form of urban
development promotes more decentralized water systems. As urban transforms into polycentric
form, the centralized water system may become decentralized. This can result in better service to
localized, high-density population centers. Yet the infrastructure transformation can be a difficult
technical and engineering challenge, and may require a coordinated urban planning among
transportation and water services.

2.1.1 Land use encouraging urban sprawl

The three types of sprawl modes (Figure 2-5) are found in the historical developments of
U.S. cities. In Figure 2-12, the old urban centers of Atlanta and Phoenix expanded radially
toward exurban at a rapid rate in merely 22 years from 1970 to 1992. The older urban centers,
such as DeKalb County in Atlanta, further evolved into spatially continuous high-density
development. At the same time, smaller development centers in exurban perimeters in 1970
were later expanded in size, linking to the major urban centers through fill-in development. This
leapfrog pattern is very common; for example, in development in the Norcross, Marietta, and
Douglas communities of the Atlanta metropolitan area, and in the communities of Sun City,
Mesa, and Chandler in the greater Phoenix area (Figure 2-12). Furthermore, the ribbon sprawl
(Figure 2-5) can be observed along transportation roads, forming linear spreading of urbanized
lands. This urban development is obvious along the roads of regular shapes around the Luke Air
Force Base (AFB) west of Phoenix (See 1992 map in Figure 2-12).

Urban population and land use are difficult to project. Future population and land use are
a function of urban economic conditions, political motives, development pressures and economic
policy initiatives; the latter can introduce sudden changes in spatial continuity of land use
development patterns, and thus poses a modeling challenge in mathematic formulations. As an
approximation, the CA-Markov simulation in GIS can be used with model boundary conditions
representing urban land policy restrictions. Wet et al (2012, 2018), Tong et al (2012) and Sun et
al. (2013) successfully projected future land use changes in the urban distribute, suburban
watersheds of the Cincinnati and Las Vegas suburbs. Their modeling methodologies
incorporated population and land use variables as a GIS model filter in the CA-Markov
simulations. The iCLUS tool and projections (U.S. EPA, 2010b) is the alternative tool to project
housing density and land use categories. See associated discussions in Section 1.3.1.
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Figure 2-12 Examples of urban expansion and urban form transformation for Atlanta (upper) and
Phoenix (lower) metropolitan regions between 1970 and 1992. Red color indicates
developed urban land use. Imagines obtained and modified from Auch et al. (2004).

2.1.2  Transportation and energy performance

The concept of urbanization along transportation routes is shared by most U.S. cities.
Such urban expansion, facilitated by current urban planning practices, has a set of characteristic
physical layouts for water and transportation infrastructure, which in turn defines urban functions
and affects infrastructure efficiency and adaptability.

Figure 2-13 shows the evolutionary trajectory of urban transportation efficiency as the
U.S. cities grow in size from medium to very large metropolitan areas. Plotted statistical data
were obtained from Department of Transportation (DOT) annual urban mobility reports prepared
by the University of Texas (Schrank and Lomax, 2009). In these plots, the efficiency variables
(annual delay, excess fuel usage, travel index, and annual cost) in 2007 are all based on a
comparison between peak hour traffic and free flow conditions in principal freeway and arterials.
Travel index is a ratio between time used in peak hour versus free flow at 60 and 35 miles per
hour (mph) on the freeway and arterials, respectively. The excess fuel usage is defined as fuel
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wasted at vehicles moving at a slower speed than at free flow conditions. These measures
quantify the consequences of urban traffic, indicative of the urban transportation efficiency.

The urban transportation efficiency is correlated to urban population size. The correlation
is the strongest (R?=0.84) with respect to excess fuel use. The correlation slope indicates the
change of transportation performance (e.g., delay or excess fuel use) as population grows. The
bended excess fuel and cost curves indicate that as cities grow into very large metropolitan
centers, the slope becomes smaller and nearly a constant. For cities of population <3 million,
they tend to plot to the left side of the regression line indicating greater excess fuel consumption
(Figure 2-13). The efficiency appears to be attributable to the effect of mass transport and high-
density development in these cities (Schrank and Lomax, 2009).

The similarities and differences show underlying principles that govern the efficiency of
urban transportation systems. In all cases, the limitation in infrastructure adaptation under the
current decades-long urban planning practice is important. More meaningful improvement may
come from the change in urban form from the traditional monocentric to polycentric urban
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Figure 2-13. Transportation efficiency (annual delay, travel index, excess fuel use, and annual cost)
in year 2007 as a function of urban population in the U.S. urban centers. Data from the
2009 urban mobility report (Schrank and Lomax, 2009). The blue dashed lines are
95% upper and lower bounds of the regression of all data.

28

ED_002522A_00000129-00053



arrangements. Such change is conceptually illustrated in Figure 2-5. How to facilitate the urban
form transformation from monocentric to polycentric form for improved urban efficiency is a
challenge to urban planners and infrastructure engineers. An example of this transition has been
examined in a detailed mechanistic study of the transportation system in Cincinnati metropolitan
area. The results are described in the subsequent sections to illustrate the likely benefits from
urban transformation using computer simulation of urban planning scenarios.

2.1.3 Water planning and engineering

The water infrastructure planning and design follows the guidelines for urban
development master planning, and further details the needed assets and management required to
provide services to the existing and new urban developments (See Figure 2-4 or 2-6). In general,
the water infrastructure is often scoped during or after transportation planning according to
master plans or development policies.

In expansion, an urban form evolves and, sometimes, develops into polycentric
configurations. Transportation structure reinforces the changes. Thus, the infrastructure-
facilitated change alters the spatial distribution of population and urban activity, and in return
generates new water service needs. Often passively, the water service 1s compelled to adapt and
expand to meet the new water service demands (Figure 2-4). It is not uncommon that the legacy
of the centralized water system configuration remains intact even after cities are transformed into
a polycentric formation. Practical examples are numerous, such as the vast centralized water
service infrastructure in Detroit, Cleveland, Los Angeles and New York City.

Existing water systems are mostly monocentric in the U.S.: centralized water treatment
and water distribution, centralized wastewater collection and discharge treatment and, to a lesser
extent, centralized storm water systems (mainly gravity-driven) with discharges to available
water ways. Specific engineering of the water supply and water sanitation infrastructure is
described later in Section 5.0. Additionally, current water infrastructure planning and design are
commonly focused on component optimization, system improvement and capacity expansion.
This tendency conforms to several notable attributes as follows:

*  Water infrastructure, most of which is buried, is planned and designed to meet water and
wastewater demands as defined by urban master plans. Once designed and built, the
water infrastructure and their functions create a “locked-in” condition whereby the
infrastructure framework can be difficult to modify in the future.

= For the most part, the treatment plants characteristic of centralized water and wastewater
systems are located away from urban centers. This was done to protect water supplies to
the degree possible from contamination, and to discharge waste downstream of the
population to limit the potential for waterborne disease. In addition, few people desire to
be located in the vicinity of these plants. Compounding the issue, many older central
cities have lost population and industry to the extent to which having excess capacity to
“sell.” This current practice in development cycle results in natural tendency to expand
distribution and collection pipe networks into the new areas of development because of
relatively small capital cost and leverage over the utilization efficiency of the centralized
system. However, this sprawling expansion occurs at a price of potential increase in
energy usage and decrease in environmental qualities. There is a limit to this expansion
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before the basic system configuration and operational parameters require changes, often
at a substantial economic cost.

®  Water infrastructure has as its primary service function to ensure compliance with
applicable SDWA and Clean Water Act (CWA) regulations. “Secondary” requirements
include providing adequate capacity and reliability to meet the urban service needs,
providing fire service, and controlling rates through managing capital and operational
costs. The system efficiency, energy consumption and emissions are often lesser
priorities in master planning.

= Although subject to the master development plans, urban water infrastructure is often
engineered independently from transportation infrastructure. The two may become
decoupled and uncoordinated. As a result, water infrastructure may not be sufficient to
meet the service needs when transportation infrastructure and associated land use induce
further spatial shifts in population and business activities (Flanders et al., 2014). This
nature in planning may not only create conflicts with construction and service timing for
the two types of urban infrastructure, but also add greater complexity when changes and
adaption become necessary to support new urban functionalities in the future.

2.2 Transformation toward smart growth

Smart growth aims to achieve low-carbon development through adaptive planning. Urban
transformation is one approach to change existing urban form to a configuration of high urban
density, walkable and livable environments (U.S. EPA, 2013b). This smart growth concept is
now being incorporated by many municipalities. In the national trends, smart growth often
entails techniques such as infill, green planning, and high-density residential developments,
which has been increasingly applied throughout the US. (U.S. EPA, 2013b, 2009). The infill
development and mixed transportation mode are demonstrated to improve system efficiencies
and reduce transportation emissions. A series of EPA reports have been published on smart
growth applied to residential development and its pertinent transportation and water
infrastructure (e.g., U.S. EPA, 2006, 2009, 2011, 2013b, and 2012a).

Transformation districts as a smart growth measure (Figure 2-6) can induces a transition
from a monocentric to a polycentric urban form that has higher efficiency. These districts are
planned with some degrees of flexibility to evolve into polycentric, high-density, walkable
communities with ready access to mass transit, and thus have the least environmental impacts.
This planning process rests on the ability to plan infrastructure to accommodate urban growth
and population increase with the minimum environmental impacts and the economy-of-scales.
For this purpose, the transformation districts are the necessary links for the natural evolution
toward very large polycentric urban centers. For example, multi-mode transportation systems
and multiple water supply or wastewater management districts are common examples for very
large urban centers. These urban features are characteristic of smart urban growth principles.
These districts can be initiated by adaptive urban planning as a part of long-term master
planning. Techniques for such adaptive planning are described in subsequent sections with a
planning example in Cincinnati.

The transition from monocentric to polycentric forms, when realized in practice, has
significant implications for water infrastructure planning, engineering and operation. Currently
the infill and green infrastructure are designed around water availability and the cost for
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providing reliable water services (U.S. EPA, 2006). The use of green infrastructure is
emphasized in the management of combined sewer overflows (CSO) for many cities in the U.S.
Midwest, East, and Northeast. Less often they are considered in coordination with transportation
and other types of urban infrastructure to achieve smart urban growth. With adaptive planning,
several possibilities are potentially achieved through design and implementation of a polycentric
urban form. For example, polycentric distribution of urban populations and activities may allow
for developing the decentralized or satellite systems for water supply and wastewater
management. The decentralized management shortens the urban water cycle, making it possible
to increase wastewater reclamation, nutrient recovery, and potential energy harvesting (See
Luther, 2013; Lee et al., 2013). In addition, the high-density housing development in the
multiple centers yields a smaller carbon footprint per capita (ADB, 2012), and may facilitate the
development of mass transit systems to connect the new urban centers. Examples include
Washington DC and New York City. For these urban centers, the higher energy efficiency and
lower carbon footprint per capita can be observed from Figure 2-13.

2.3. Monitoring and re-evaluation

Adaptive planning examines possible urban development options against a set of
adaptation objectives. Such analysis aims to evaluate capacity and efficiency of existing
transportation and water infrastructure, identify future improvement options, and compare their
benefits against a set of planning objectives, mostly through model simulations. Major planning
activities may include:

*  Population and land use planning and future projections

* Transportation analysis and planning, including assessing the potential to further the
goals of the Clean Air Act (CAA), state implementation plans and air quality conformity
analyses

*  Water infrastructure analysis and planning to either assist or limit transportation
development and urban development scenarios

Adaptive urban planning can be incorporated in the conventional master planning
process. The current urban planning (Figure 2-4) evaluates water and transportation
infrastructure conditions, and defines infrastructure improvements, mostly through increments,
between two adjacent master planning periods. Often infrastructure development is
uncoordinated, producing a condition that hampers future water service optimization. To avoid
this undesired consequence, adaptive planning uses an iterative process and integrates the
planning, engineering, outcome assessment, and re-planning (See Figure 2-6). It first evaluates
urban efficiency against the evaluation criteria, such as energy consumption and emissions.
Then it gradually, and systematically, shifts the development paradigm toward smart growth.

The change in development path by adaptation takes place in two levels. At one end, the
adaptation weighs into the readjustment of developmental goals, and water and land use policies.
This adjustment varies among locations and individual cities, because of different constraints in
the natural environment, and the local socioeconomic conditions. At the second level, adaptive
planning 1s focused on urban form and infrastructure. Urban growth is adaptively planned to
change the paradigm from urban sprawl to the high-density, low-carbon, and high-efticiency
urban form (Figure 2-6). Such adaptive planning expands wastewater management options
through a combination of gray and green water infrastructure. This report does not cover the
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adaptation approach through development policy adjustment, but instead focuses on adaptive
planning for physical systems.

In addition to the mandatory environmental standards, water and energy/carbon footprints
are two indices of urban efficiency. The two non-parameterized indices are orthogonal,
quantifying the water and energy tradeoffs at a systems scale. This evaluation matrix is one basis
to compare developmental options. Published studies are mostly based on simple water or
energy usage, and for analysis of a single industry or single service sector such as a municipal
drinking water supply or a transportation system. These previous studies provided insight into
the water-energy interactions in energy production (Cooley et al., 2011; Rothausen and Conway,
2011; Zhou et al., 2013; Azadi et al., 2013; Dodder et al., 2011; Webster et al., 2013; Chang et
al., 2012; and Ibrahim et al., 2008) and in urban planning and operation (Hering et al., 2013;
Yang et al., 2013; Wang et al., 2013; Kenworthy, 2006; Novotny, 2013; Lee et al., 2013). In
recent decades, more attention has been toward both indices and their relative importance for a
given system, infrastructure asset or sector; for example, to the planning of energy biomass and
hydropower production in the water-stressed U.S. west (PNNL, 2012).

3. SUD Methods and Tool in Adaptive Urban Planning

Much of the discussion to this point has been centered on the water sector and how the
change in urban form might impact it. Minor discussion has concerned the fact that in urban
planning, energy and air emissions are also related to construction and operation of water
infrastructure. This interrelationship can be dissected in many ways. For example, as noted in
Section 1.1 (especially 1.1.2), transportation and water infrastructure relate to the urban form and
the potential development mode. Conversely, an urban form defines population and economic
activities, and thus can significantly affect the energy use of water supply — both in form of
energy involved in infrastructure construction and operation, and also due to spatiotemporal
variations in water demand because of the demand distribution and the unique urban heat island
(UHI) effect.

The concept of the UHI is that urban gray infrastructure tends to create a greater amount
of reflective heat than green infrastructure. Hence as an area develops, the man-made structure
absorbs and emits heat in a day cycle, causing higher ambient temperature especially during
night time. However, the UHI effect and temperature variation are not uniform across a
metropolitan area. The variations depend on land use and land covers, and ultimately, the urban
form. Such conclusions were made by several studies on detailed thermal mapping of the UHI
effects (e.g., Liu et al., 2012; Buyadi et al., 2013). In later Section 2.2, a case study in the
Cincinnati metropolitan region shows how the urban form, defined by transportation roads, can
lead to the occurrence of UHI, its degrees and spatial distributions. It is also known that the
urban form has impact on emission/ambient air quality, the distribution of population and
business activities, and thus the water demand and services. Their combined effects are the basis
for adaptive urban planning.

To assist the analysis of energy and emissions in urban development, U.S. EPA has
conducted research to develop an adaptive urban planning and engineering tool (AUP&ET). The
tool can be used for quantitative analysis of water and carbon footprints as well as other
performance criteria (e.g., travel delay, air emission) of the infrastructure in adaptation scenarios.
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This section describes the tool’s structures, functionality and its application in the Cincinnati
metropolitan area.

3.1 AUP&ET principles and utilities

The integrated modeling framework for the Adaptive Urban Planning and Engineering
Tool (AUP&ET) is shown in Figure 2-9. Hyroclimatic conditions and land use changes are the
two principle variables affecting the adaptation options. Land use change reflects urban
development under a set of policies. By using this tool, a climate adaptation co-benefit is
assessed in form of energy usage and air emissions.

Overall the AUP&ET program consists of three major modules: land use projections,
urban-scale transportation modeling, and water infrastructure modeling as discussed in the prior
sections. In this framework, the urban variables refer to the physical attributes such as
topography, environmental conditions, and natural resources. The urban developmental policy
and growth factors, along with the impacts of climate variations, are collectively represented in
the scenario attributes covering the range of probabilistic occurrence of future developmental and
environmental conditions. In this section, the models and analysis methods are described for the
AUP&ET modules for transportation infrastructure.

3.1.1 Land use projection — CA-Markov model and iCLUS

Land use projection is the basis for scenario-based planning (Figure 2-14). In subsequent
adaptation reports, methods and examples of future land use projections will be discussed for
rural, suburban and urban watersheds. As discussed in Section 1.3.1., iCLUS land use database
can be used when the analysis is based on county-level resolutions. For many urban adaptive
planning exercises, land use and employment projections are conducted in finer spatial
resolutions, typically at census block levels. CA-Markov modeling is incorporated as the default
in AUP&ET module.

A land use model predicts target year land use according to the base year data (land use,
demographic, and socioeconomic factors) using a series of scenarios involving demographic and
socioeconomic changes anticipated for the target year. In the Cellular Automata (CA) - Markov
analysis, the CA model is combined with Markov Chain analysis and Multiple Criteria
evaluation. The Markov model is based on the formation of Markov random process for the
prediction and optimal control theory (Jiang et al., 2009). The calculation is a multifaceted cross-
tabulation between a pair of land use images from two years of different historical observations.
Future change probabilities are derived from observed change patterns (Eastman, 2009). Markov
modeling predicts each land use transition area objective for future year that is based on
transition probability derived from two different historical observed land use data sets (Sang et
al., 2011; Eastman, 2009). Therefore, in order to project target year land use, an initial year
condition should be provided.

Geographic proximity, also known as spatial autocorrelation, assumes that adjacent areas
tend to be similar in land use and that changes occur gradually. In a natural environment, for
instance, similar soil characteristics, terrain, weather, and vegetation are usually found within a
defined region. The impacts of all these factors are evaluated according to the factor’s relative
importance or weights (Rao, 2005) by using the Multiple Criteria Evaluation (MCE) as a multi-
attribute decision making tool. MCE can be incorporated in CA-Markov modeling to provide
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Figure 2-14.  Simulation block diagram for CA-Markov based urban land projections.

land suitability analysis with the support of GIS. Overall, the CA-Markov model allocates land
use under the objective that was produced by Markov Chain Analysis based on terrestrial
suitability produced by Multiple Criteria Evaluation. It takes original land use and its
neighborhood land suitability into consideration (Feng et al., 2011; Eastman, 2009). These basic
principles and applications can be found in land use projection literature (Tong et al., 2012; Sun
etal., 2013; U.S. EPA, 2010b and references therein).

Figure 2-14 shows a framework of urban land use projection used in AUP&ET. There
are three properties essential to calculate the transition probability: past trends, geographic
proximity, and spatial dependency. Past trends are land use changes observed during a previous
period. They can be measured by comparing land uses at the initial year and the base year. The
elements of multi-criteria evaluation using differential criteria weights, is converted numerically
into sustainability score (Figure 2-14) that can be analyzed spatially. For example, population
density and land value are similar within a defined geographic unit (i.e. neighborhoods, cities),
but significantly differ among such units. Such geographic proximity and policy drivers are
necessary considerations in any land use analysis. Spatial dependency may restrict or promote
future changes. While spatial dependency factors may vary by location and types of land use,
they are derived from four major categories: population density, accessibility, administrative
restrictions, and physical limitations.

The land use projection in AUP&ET in ArcGIS consists of three major steps (Figure 2-
14) and uses four major modules: Markov Chain Analysis, Criteria Weights Calculation, Multi-
Criteria Evaluation, and Cellular Automata Markov simulation.

In CA-Markov modeling, the base year land use image is taken as the model input, from
which changes are projected. The modeling further considers transition areas objective as
produced by Markov analysis, and a collection of suitability images that express the suitability of
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a pixel for each of the land use type from MCE criteria. Then the modeling begins an iterative
process of reallocating land use until it meets the area totals predicted by the Markov analysis.
The modeling process and underlying principles are as follows (Eastman, 2009):

o The total number of iterations is based on the number of time steps, namely the projection
time frame. For example, if the projection is for 10 years into the future, the time steps
might be chosen to complete the model simulation in 10 steps. The time step is chosen to
strike a balance between the model precision and computation time. It also needs to be
appropriate for the rate of urban development in the past and potentially in the future.

e Every land use type in the model iteration will typically lose some of its land to one or
more of the other classes (and it may also gain land area from others). For each modeling
iteration, claimant classes select land from the host according to the suitability map for
the claimant class.

e The CA component arises in part from the iterative process of land allocation. It also
results in part from a filtering stage with each iteration that reduces the possibility of
unsuitable changes. The net result of this iterative process is that the land use changes
occur in response to growth in areas of high suitability proximate to existing areas.

3.1.2. Calibration and validation of the land use simulation model

The land use model calibration is particularly important for urban land use because of its
dynamic nature in evolution. Calibration aims at obtaining values of the transition rule
parameters that allow for the most accurate reproduction of the past evolution of land uses. There
are two traditional methods to calibrate CA-based models: methods based on trial and error, and
methods based on statistical techniques.

The first category does not require a set of strict mathematical formula. It assesses the
results obtained from alternative combinations of parameter values (Ward et al., 2000) and the
sequential multistage optimization by automated exploration of combinations of parameters
(Silva and Clarke, 2002). For the second category, the most frequent statistical method 1s logistic
regression which provides the weights of the variables involved. However, the statistical
equations might not reflect the actual relationships or explain the underlying mechanisms (Inés et
al., 2012). The first method is used in the case study in Cincinnati (See Section 4.2 later).

The general validation method consists of the visual comparison of model results and
observed data in a historical period/point of time. The method is usually complemented by
quantitative methods that evaluate overall accuracy. For accuracy measurement purposes, the
most frequent metrics in increasing order of complexity are (i) ratio of simulated to real number
of cells (or clusters) for a given land use, (i1) overall accuracy measured by the percentage of
correctly classified pixels, (ii1) regression analysis between simulation results and real data, and
(1v) a coincidence matrix and the Kappa index (Santé et al , 2012, and references therein).
Because method based on trial and error is applied in calibration process, overall accuracy and
the Kappa index are popular measurements in comparing simulated land use with reference land
use. Therefore, the overall accuracy and the Kappa index were adopted for land use calibration
and validation in the AUP&ET simulations.
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3.1.3 AIR-SUSTAIN system for transportation simulation

The other major AUP&ET component is urban transportation planning (Figure 2-15).
The scenario-based adaptive planning has basic objectives for high transportation efficiency and
reduced air emissions, energy usage and carbon footprints for the current and future land use
scenarios. The land use types and spatial relations are the basis for defining population,
employment, and urban activity distributions in the transportation modeling (See Section 3.1.1
above).

The scenario analysis for transportation planning 1s hosted within a newly developed
simulation tool “Air Impact Relating Scenario-Based Urban Setting and Transportation Asset in
Network™ or AIR-SUSTAIN (Yao et al., 2014). Figure 2-15 shows its architectural structure.
The current version consists of three application modules: the scenario development, regional
level analysis, and project level analysis. The scenario development module is built upon the
base-year land use, demographic and socio-economic factors, and transportation infrastructure
data. It further considers the assumed changes in the demographic and socio-economic factors

Scenario Development

; l Base Year Infrastructure Information and Regional Data

é l Changes in Demographics and SE Factors

‘ Land Use Projection (CA-Markov Model)
Target Year Demographic & SE Factors Projection @
—_—_—::_—:_—_—::_—:_—_—:________:________:____:____ ;_—:_—_—::_—:_—_—::_—:__:________:____________::: ; Display & Visualization
Regional Level Analysis of Scenario Analysis
| Results
Travel Demand Forecasting (VISUM Model) |——§— b
! p. | Base/Target Year Results
¥ ; el Comparison
Average Speed Based Traffic Emission Estimation ; :
(MOVES Model)

________________________________________

______________________________________________________________________

Project Level Analysis

; l Hotspots Identification Model | ;

: J o Tuaffic
: 4 ‘ 't Control
i ' Microscopic Traffic Simulation (VISSIM Model) | ; Measures
z ¥ S

Operating Mode Based Traffic Emission Estimation ; N
(MOVES Model) ;

Figure 2-15 AIR-SUSTAIN modeling framework for transportation analysis of efficiency and
CO:2 emission in urban infrastructure adaptation.
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for a target year. The target-year land use is projected by the CA-Markov land use model. For
regional analysis at county-resolution, the iCLUS model (U.S. EPA, 2010b) can also be used.

In general sequence, the AIR-SUSTAIN regional analysis can be used to assess the
impacts of a growth scenario on urban transportation system performance (Figure 2-9). Then the
results are used to identify emission hotspots where the transportation efficiency deteriorates and
air emissions increase beyond a threshold defined in policies and regulations. The U.S. DOT
defines a hotspot using a systematic evaluation and judging criteria. For the identified hotspots,
a project level analysis is then conducted to identify most appropriate traffic control measures
and other engineering solutions (Figure 2-15). The analysis is centered on engineering and
management options to improve the transportation performance and reduce on-road traffic
emissions. Together, the regional level and project level analysis provides a complete AUP&ET
analysis of transportation performance in each planning scenario.

The AIR-SUSTAIN modeling and analysis starts with computation of target-year
demographic and socio-economic distributions on the basis of projected land use. A linkage
model using the user-specified growth rates populates the spatial distribution of the future
changes within an urban area of analysis. The linkage model projection includes future
population, employment, university enrollment and high school enrollment in each traffic
analysis zone (TAZ) in a target year. The principal variables in the regional level analysis of
travel demand forecasting include employment, student enrollment, etc. Subsequently, traffic
emissions based on the travel demand forecasting (TDF) outputs are estimated. Subsequent
Section 3.2 further describes data flows and model simulation using the AIR-SUSTAIN tool.
Section 4.1 presents a real-world case study in the Cincinnati metropolitan region for illustration.

3.1.4. The linkage to water infrastructure simulations

The adaptive planning framework within SUD also contains three water infrastructure
modules for drinking water supply, wastewater and storm water management, respectively (See
Figure 2-9). Because water infrastructure normally follows the population and land use changes,
its planning and design are assumed to be passive in nature after transportation.

3.2. The AIR-SUSTAIN simulation tool for transportation

Inside the SUD, AIR-SUSTAIN is a software interface developed in the research
reported here. It integrates land use projection, traffic simulations and optimization. The purpose
is to evaluate land use and transportation development scenarios by modeling and analyzing
emissions over the urban transportation network, fuel usage and transportation performance
parameters such as excess travel time, air emission hotspots, regional conformity evaluation, etc.
The tool utilizes a GIS platform in order to provide the urban-wide spatial information for model
projections of land use, employment, residential development, travel demand, and automobile-
based travel conditions. Other modeled environmental performance criteria include fuel
consumption and total carbon emissions.

The basic features of the AIR-SUSTAIN system, when the integrated SUD tool is used in
scenario-based urban adaptation analysis, include data flows and linkages among the model
components. The modeling process is shown in Figure 2-15, and are described below. In
Appendix A, the program structure and model input and output are described in detail. The major
model components include:
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* Linkage model. The linkage model combines the land use model output, the target year
population and employment projections, and base year population and employment data.
This prepares target year population and employment for each TAZ as the model inputs
for traffic simulation.

* Travel demand forecasting (TDF) model using VISUM software. VISUM is
comprehensive flexible software widely used worldwide for metropolitan, regional, state
and national planning applications. The TDF model simulates link (i.e., roadway
segment) traffic volume and speed. The results are used as inputs for the traffic-related
emissions estimation in AIR-SUSTAIN.

»  Microscopic traffic simulation model using VISSIM software. The commercial traffic
analysis software allows for the analysis of traffic measures designed to improve traffic
capacity. It is also used with AIR-SUSTAIN to evaluate engineering options to reduce
COz and pollutant emissions.

= Automobile vehicular emissions calculation using EPA’s regulatory model MOVES
(U.S. EPA, 2010) for adaptation analysis of urban-wide transportation or specific traffic
measures.

3.2.1. Basic functions and interfaces of AIR-SUSTAIN

The AIR-SUSTAIN software interface integrates transportation and land use models in
scenario analysis. The scenario analysis aims to measure and assess the effects of urban
infrastructure adaptation for projected demographic and socioeconomic changes. In adaptive
planning, this analysis helps evaluate planning options according to development policies (Figure
2-6) given location-specific natural resource and climate constraints. Through scenario-based
planning analysis, sensitive interactions among travel demand, the impact of transportation
activities on road emissions, and urban development policies can be quantitatively assessed in
scenario comparisons.

The quantitative analysis is executed in the AIR-SUSTAIN through interfaces embedded
in a GIS environment (Figure 2-16). Main functions and interfaces of the AIR-SUSTAIN
include: 1) Scenario Information Specification; 2) Scenario Development; 3) Regional Level
Analysis; 4) Project Level Analysis; and 5) Results Comparison.

odeling Year

fudedng ey Salettion

Figure 2-16. AIR-SUSTAIN graphic interface for scenario modeling and analysis
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= Scenario Development

Scenario development for transportation adaptation is set by importing base year data and
developing demographic and socioeconomic attributes of a scenario. In particular, base year
demographic and socio-economic data are imported with the feature class 74AZ. The target year
demographic and socioeconomic data are contained in the feature class 7argetYearTAZ of the
computer program (its format is shown in Tables A1-1 to 1-4 of Appendix A). It is computed
based on the assumed demographic and socio-economic changes, target year land use projection,
and base year demographic and socioeconomic data.

Among those datasets, the assumed demographic and socio-economic changes in the
future scenario depend on urban development policies or objectives. This group of data are
specified by the user through the functions provided by the Scenario Development module. The
target year land use data are projected by the land use model embedded in the AIR-SUSTAIN
system. The data inputs, demographic and soctoeconomic factor specification and model
execution, are implemented by different parts of the Scenario Development module.

*  Regional Level Analysis

The Regional Level Analysis module is used to estimate travel demand and on-road
emissions for the base and target year in a project area. It consists of two major elements: Travel
Demand Forecasting and Emission Estimation. When performing the regional level analysis, a
TDF model first simulates trips on roadway links for the entire area based on demographic and
soctal economic data, as well as transportation infrastructure; for example, road network, parks,
water bodies, TAZs, etc. Subsequently, the forecasted traffic data is utilized to generate inputs
for a traffic emissions model to estimate vehicle emissions for each road link. In the emission
analysis, CO2 equivalent (CO; 7), other criteria pollutants, and energy consumption are estimated
by using the EPA’s MOVES model.

= Project Level Analysis

In the project level analysis, hotspot links are identified based on the regional level
analysis results. A microscopic traffic simulation model such as VISSUM is used to estimate the
traffic flow operations on the hotspot links under alternative traffic control measures. The
assumed traffic control measures are assessed in terms of traffic operation performance and their
influence on the on-road traffic emission rates. Emission rates of each hotspot link are also
calculated using the MOVES model in the project-level analysis module.

*  Results Comparison

After performing the scenario design, regional level analysis and project level analysis,
results from the base year and target year can be compared and visualized in ArcGIS by the
Results Comparison tab (Figure 2-17). In the subsequent sections, the AIR-SUSTAIN tool is
described. Particular attention is focused on the data structure, model linkage, travel demand,
hotspot identification, the microscopic simulation of adaptation options, and lastly the emissions
and energy consumption estimation.
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3.2.2. Travel demand forecasting — VISUM

Travel demand forecasting (TDF) is an essential component of the traffic impact analysis
that links transportation to land use and socio-economic factors at a regional level. In the AIR-
SUSTAIN tool, the TDF model is used to forecast travel demand for both base year and target
year. This projection is primarily dependent upon the settings of land use based on the
socioeconomic datasets. TDF model outputs include the link (i.e., roadway segment) traffic
volume and speed, which can be further used as inputs for the traffic-related emission estimation.

3.2.2.1.  Modeling

Travel demand analysis was first developed in the late 1950s for highway planning using
a four-step model. This four-step model, in the conventional trip-based approach, is a primary
tool in forecasting future demand and performance of regional transportation system. The AIR-
SUSTAIN tool adopts this traditional four-step model for the travel demand forecasting. The
demand forecasting involves four basic steps:

Seenartic  Data
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kMaodeling Year
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Lend Uzs ¢ Date of modsting years

o . . Frocess Status
i} Changes beleean modaling years
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Figure 2-17 Results Comparison interface in the AIR-SUSTAIN tool.
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= Trip generation. This is the process in estimating the number of person-trips that will
begin from or end in each TAZ within the region on a typical day. The traditional trip-
based approach considers each trip as the unit of analysis. Where an individual makes a
series of trips, each trip is treated as a separate, independent trip (McNally, 1996, 2007).

= Trip distribution. This process allocates the trips generated in one zone to other zones.

»  Mode split. 1t estimates modal percentages of the travel according to the time and cost
characteristics of the various competing modes based on the demographic and
socioeconomic characteristics of the urban residents.

»  Traffic assignment. This last step in travel demand forecasting assigns trips to the
transportation network.

Notably, the four-step models rely on average transportation behavior between and within
zones, whereas more sophisticated activity-based models attempt to represent focus groups of
populations. This creates an alternative whereby the activity-based approach explicitly
recognizes and addresses the limitations of the conventional trip-based approach by considering
the underlying human behavior in general and travel behavior in particular (Jones et al., 1990).
For this reason, the unit of analysis is shifted from rough aggregates to the level of the individual
traveler (Zmud et al., 2014). This development makes it possible to incorporate detailed
demographic data.

Several travel demand modeling software packages are commercially available for this
type of application; they all are based on the four-step model. Those widely used by practitioners
and researchers include VISUM, Cube, and TransCAD. The current version of the AIR-
SUSTAIN system utilizes VISUM software.

3.2.2.2.  Model calibration and validation

Model calibration and validation is fundamental to travel demand forecasting. Model
calibration and validation data may include:

= Reliable estimates of base year TAZ household characteristics and employment
information.

®  An accurate representation of the base year highway (and transit, if any) network.

= A reliable base-year travel survey or monitored traffic data based on main permanent
stations.

Model calibration and validation can proceed after the model parameters are estimated in
the AIR-SUSTAIN simulation. Model calibration allows model parameters to be adjusted until
the predicted travel matches the surveyed travel (e.g., O-D survey data) across the region for the
base year. As the calibrated model is applied for the purpose of forecasting, it is assumed that
these calibrated parameters will remain constant over time (Pedersen and Sandahl, 1982). On the
other hand, model validation tests the model predictability of the future. In many areas, traffic
counts are commonly used for model validation. Validation requires comparing the TDF model
predictions on specific roadways with the traffic counts data (e.g., Annual Average Daily Traffic
— AADT) that occurred on the same roadways.
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TDF calibration and validation is based on the Mean Absolute Percentage Error (MAPE)
in Eq. 2.2. In the travel demand model, parameters such as the utility functions’ parameters and
network capacity are adjusted to calibrate the model.

l c Mabs (r) _Mstn (r) |

MAPE = —
T ; Mabs(r)

(2.2)

where, MAPE is the Mean Absolute Percentage Error; M.ssq is field measured time-series values
during a period of time #; and M) 1s the simulated time-series values during a period of time 7.
In AIR-SUSTAIN, MAPE is calculated for the measured and simulated traffic count and model
volume. The MAPE ranges for total error by functional classification (type of road) are set by
FHWA (1990);

Freeway <7%

Expressway <10%
Arterial <15%
Collector <25%
Frontage/Ramps <25%

3.2.3. Hotspot identification

The Federal Highway Administration (FHWA) standard for hotspot identification is
followed in AIR-SUSTAIN. A PM3 ;s hotspot analysis is required when a non-exempt project is
located in a PM2 s nonattainment or maintenance area, and when the project's design year Annual
Average Daily Traffic (AADT) > 125,000 and the design year diesel truck volume > 10,000. For
a project in a PMz s nonattainment or maintenance area, but where a PM2 s hotspot analysis is not
required based on AADT and diesel truck volume, then the project is either exempt from air
quality conformity requirement for PMz s according to the 40CFR93.126 regulation (FHWA,
2012). The determination process is shown in Figure 2-18. The hotspot identification criteria
include:

* Project is located in PM2 s nonattainment or maintenance area;

*  Project does not exempt from air quality conformity per 40CFR93.126 or per
40CFR93.128;

*  Design year link-based AADT is > 125,000 and diesel truck volume > 10,000.

In the AIR-SUSTAIN simulation program, all corridors necessary for hotspot analysis are
identified according to the regional level analysis results. Their link information is saved in the
AIR-SUSATIN database and marked in ArcGIS for the microscopic analysis in the subsequent
step.

3.2.4. Microscopic simulation using VISSIM

In the AIR-SUSTAIN simulation package, hotspot links identified from the regional level
analysis results can be further modeled using VISSIM software. VISSIM was developed at
University of Karlsruhe in Germany and is distributed by PTV, for microscopic simulation at a
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Figure 2-18  PM2s hotspot identification process

higher spatial resolution. The model attempts to analyze the traffic flow by modeling each entity
(car, train, or person) within a traffic stream and studying the interaction between drivers
(Barcel6 et al., 2005). This modeling capability allows one to simulate the traffic control and
management systems on all levels, from the traffic control platform to individual traffic
controllers (Gettman and Head, 2003). It is applicable for highway corridors, local arterial roads
and other simulations. Thus, the analysis of traffic operations and emissions in hotspots allows
one to design and evaluate traffic control measures and/or transportation control strategies that
improve the use of transportation facilities, roadway operations, and to reduce air emission and
fuel consumption (U.S. EPA, 2011). This type of analysis facilitates urban adaptation down to a
local project level analysis. The current version of the AIR-SUSTAIN tool has the microscopic
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simulation model with the microscopic simulation capability. More functions can be added in the
future.

By using AIR-SUSTAIN, TDF analysis in the regional level analysis can yield estimates
for AADT, peak hour percentage of AADT, and truck percentage. Those results are then
imported into the VISSIM for local traffic modeling. Other inputs for VISSIM network include
link geometry attributes and the observed traffic data for model calibration and validation. A
validated simulation can predict and compare the average speed, delay and queue length for
different scenarios by using, or without using, transportation control measures. Figure 2-18
shows the process of microscopic simulation analysis. Appendix A provides the details of
principles and modeling steps for VISSIM microscopic analysis, including input data structure,
scenario determination, model calibration and validation. Both high resolution traffic results and
evaluation results can be input values in MySQL and Geodatabase available in AIR-SUSTAIN.
Simulation results include:

= High-resolution traffic condition at the link, including second-by-second speed and
acceleration. Such results can be used as the inputs for emission calculation in MOVES at
the project level.

= Evaluation results on average speed, delay and queue length of each link. This modeling
output can be used to compare the differences of scenarios in different transportation

control measures.

3.2.5. Emission estimation using MOVES

AIR-SUSTAIN incorporates EPA’s Motor Vehicle Emission Simulator (MOVES)
program as the energy and emission analysis tool. In 2010, the MOVES model and software
were released by the U.S. EPA (U.S. EPA, 2010) for estimating air pollution emissions from on-
road mobile sources (FHWA, 2012). The regional level and project-level simulation in AIR-
SUSTAIN provides traffic data to estimate the emissions factors used in MOVES. This model
integration enables users to evaluate air quality, carbon emission and energy consumption for
competing adaptive urban scenarios.

The MOVES model has )
options for three levels of vehicle
activity inputs. They are average
speed, drive cycle and operating mode
distribution; each is associated with
different levels of model accuracy and
data requirement (Figure 2-19).
Average speed is a basic parameter in
traffic operation. It can be Averaze Spe ‘
conveniently obtained from the AIR- S .
SUSTAIN’s TDF models. For the Low ‘ " Daia Reguirement High
average speed as the traffic input,

MOVES uses the default operating Figure 2-19  Accuracy and data requirements for three
mode distribution associated with types of vehicle activity inputs

different speed ranges (bins). It should

be noted, however, that this method

High

Accuracy
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may not accurately represent the field traffic operation varying with time and locations. The
second option Drive Cycle is a second-by-second description of vehicle activity over time. Such
data are usually collected by using a GPS-equipped probe car. It is assumed that every vehicle on
road is following the same trajectory of the probe car. This option can accurately represent the
traffic operation. However, the data collection can be burdensome. This option has not been
incorporated in AIR-SUSTAIN for scenario analysis.

At the highest level, the operating mode distribution method takes a different approach. It
assumes a fraction of vehicle operation mode bins on the basis of its instantaneous operating
mode distribution; the latter is determined by vehicle specific power (VSP) and speed. This
method describes the entire vehicle population’s operation of a study area and provides the
highest individual vehicle level of resolution data. It is worth noting that MOVES program
internally converts all the average speed and drive cycle inputs into operating mode distribution,
and then relates them using the MOVES emission rate database. A comparison of the relative
accuracy and data requirement for the three methods are illustrated in Figure 2-19.

Considering traffic
data availability, the AIR-
SUSTAIN tool uses the
average speed option for
regional level analysis, and
the operating mode

________________________________________________

Regional Level Analysis Project Level Analysis

distribution for project level Average Speed Based Operating Mode Based
S u 0 . Or proj e‘C eve Traffic Einission Traffic Emission
analy31s. This modehng Base year and Target Year Base year and Target Year

approach is illustrated in
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Figure 2-20. Traffic inputs for E €0, Equivalent and i : €0, Fquivalent and :

the reglonal level analysm arc ! Energy Consumption X ! Enerey Consumption !
! 1

‘ ! : :

extracted from TDF model ¢« .+ .« — |
outputs. In additiontothe
average speed, other traffic Figure 2-20 Modeling framework for emission estimation using
inputs include link traffic both the macroscale VISUM and microscopic

volume and vehicle VISSUM traffic simulation models.

composition. Traffic inputs
for the project-level analysis are generated by the microscopic simulation model. They consist of
traffic volumes, link average speed, operating mode distribution and vehicle composition.

Both average speed-based and operating mode-based approaches apply similar procedure
to estimate the emission rate. Details of model inputs, governing equations, and model
simulations for traffic flow, vehicle compositions and operating modes are contained in
Appendix A. Common parameters for model inputs include:

Emission Source Type

The MOVES source type is a combination of vehicle type and how the vehicle is used.
For example, long haul and short haul trucks tend to be very similar in size and design, but the
way they are used defines their source use type in the emission category. Table A2-5 in
Appendix A shows the source types, their descriptions, and their equivalents as defined by the
Highway Performance Monitoring System (HPMS).
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Road Type

The list of Road Types is contained in the underlying MOVES database. The default
database has Road Types that represent urban and rural driving on roads with restricted and
unrestricted vehicle access. Restricted access road types are usually used to model freeways and
interstates; ramps are considered part of restricted access road types. In the modeling program,

the Ramp Fraction tab of the County Data Manager will only become available if an unrestricted
road type (i.e. 2 or 4) is selected. Table A2-6 in Appendix A shows the MOVES road type.

Vehicle Age Distribution

The MOVES model use vehicle age information and group the vehicle specific power
(VSP) for light-duty vehicles and scaled tractive power (STP) for heavy-duty vehicles into the
age groups. Table A2-7 in Appendix A shows the age categories used in MOVES model.

Operating Mode

The operating mode bins are predefined in the MOVES model, as shown in Table A2-8
in Appendix A. Each operating mode categorized by vehicle source type, road type and age
group corresponding to an emission rate that is previously determined in the MOVES database.

4. Adaptive Urban Planning in SUD Case Studies

Urban-scale adaptation, as described in Section 2.0, is essential to the development of
sustainable infrastructure under current and future climate and land use changes. Adaptation co-
benefits can be achieved for increased water infrastructure resilience and CO; reduction
simultaneously as described in 3.0. The two benefits do not conflict, and are achievable through
adaptive planning. The sequence for such planning analysis is shown earlier in Figure 2-6.

In this section, two SUD application case studies in Cincinnati of Ohio and in Manatee
County of Florida are described for illustration. The case study in Cincinnati aimed to
characterize the relationships between land use, population, transportation under present and
possible development scenarios. The scenarios were compared using urban efficiency
parameters including fuel and energy consumption, emission and air quality, the UHI effects, and
commuting times. For water, this type of scenario analysis in adaptive planning is illustrated by
a case study for water supply master planning in Manatee County, Florida.

4.1 Urban form and urban infrastructure

4.1.1. Urban form and land use patterns

Cincinnati metropolitan area hosts approximately 2.1 million people in 10 counties over
7350 km? of the land on the banks of Ohio River (Figure 2-21). Traffic patterns in the region are
characteristic of a monocentric urban framework centered around downtown Cincinnati. Rolling
hills with limited topographic relief follow the Ohio River and the NNE-SSW oriented Mill
Creek, surrounded by flat to moderately hilly farm lands and forest to the east and south.
Valleys along the Ohio River and the Mill Creek are about 100 m lower in elevation than the
other areas.
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Figure 2-21  Major transportation traffic routes and the urban physical footprints of the Cincinnati metropolitan region. Also shown are
the locations of four radio sounding locations (S-1 to S-4) and 15 EPA’s NAAQS air quality monitoring stations in filled
circles. The I-75 site location refers to the study area by Liang et al (2013). Urban footprint and high-density pavement
areas are delineated from the 2007 USGS land use maps.
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The north-south trending and narrow high-density urbanized zone with heavy surface
pavement is delineated from a U.S. Geological Survey urban land use map and by interpretation
of a Google® satellite map dated 2013. The high-density zone is shown in Figure 2-21; 0-O’
marks its long axis. Inside the zone it is characterized by a large fraction of surface pavements
and roofs (Figure 2-22a,b). Small paths of green lands and lawns are interspersed among the
man-made structures. Besides the continuous large area of the heavy urbanized Mill Creek
corridor, two small areas of high-density development appear in the Western Hills area west of I-
75, and in the Blue Ash-Mason area along I-71. These small and isolated patches of high-density
development are surrounded by residential development of single houses and forecast reserves.

Beyond the high-density urbanized zone is a mixed zone of dispersed low-density
developments that are dominated by detached residential houses and commercial areas separated
by lawns and tree zones. Typical formation is shown in Figures 2-22¢,d. Figure 2-23
schematically shows the spatial transition from the internal high-density core, to the mixed zone,
and ultimately to the exurban farm lands. In recent decades, the urban development in the
Cincinnati metropolitan area has been concentrated in several areas leading in the direction of a
polycentric urban form:

(A)

(C)

Figure 2-22 Land use patterns differing among 12 EPA’s NAAQS monitoring stations. (A) high-
density urban core of residual/commercial area at NAAQS station 061-0040; (B) urban
core of industrial/commercial area at station 061-0043; (C) low-density residual area at
station 037-0003; (D) greenness in urban perimeter at station 037-3002. Each long
photo side is ~2.0 km. Maps obtained from GoogleMap™.
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»  Significant urban development has occurred in the West Chester area and Mason area
along north 1-75 and north I-71, respectively. These developments sprouted from
significant establishment of commercial activities, introducing satellite urban centers
through the process of ribbon and leapfrog sprawls in Figure 2-5.

= Cincinnati downtown has been redeveloped over the past decades, with increasing
development of high-density residential communities. The ongoing development of
street car system solidifies the current development further into a walkable urban center.

= The city’s policy on infill development along I-75 and I-71, and continued development
in the northern Kentucky region, have led to large transformation of the commercial
activities in the region. These developments further lead to a formation of polycentric
form with implications in both transportation and water management.

In the following sections, the urban form and land use types are related to the urban
climate, transportation demands and atmospheric structure above an urban center. The most
important properties include urban heat island shown in ambient temperature (7.) and thermal
inversion in the urban boundary layer (UBL) (Figure 2-23); both affect the air quality as well as
water consumption and hydrology in the urban environment.

" ABL

61-0010 ) ,a

Exurban Mixed zone . .
High-density Mixed zone Exurban

Figure 2-23 A schematic diagram of three-dimensional model illustrating the urban formation, traffic
and atmospheric structure in the Cincinnati metropolitan area. Ta— ambient
temperature; ABL — Atmospheric boundary layer; UBL — urban boundary layer;
subscripts N and St for neutral and very stable atmosphere, respectively, and Z is
height. NAAQS stations are indicated for their relative locations. From Liang (2014).
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4.1.2. Transportation and traffic distribution

Current transportation in the Cincinnati metropolitan area mostly relies on automobile
with limited bus-based mass transit. The road network in the metropolitan region consists of
interstate freeways and arterials (I-71, 1I-75, 1-74, and 1-275), collectors (SR-126, SR-129), and
local roads. The road network connects the north-south high-density industrial-commercial zone
to the low-density residential and commercial districts in the urban perimeters and exurban area.
The high-density zone is extended along the Mill Creek valley with automobile as the primary
transportation means. The Ohio-Kentucky-Indiana Regional Council of Governments (OKI)
collected the 2009 traffic data and provided traffic counts and composition of 20 traffic stations
for this research.

Analysis of the year-2009 traffic data indicates strong diurnal and spatial variations
from daily traffic counts and traffic composition at interstate freeways and arterials (I-71, I-75,
[-74 and 1-275), collectors (SR-126, SR-129) and local roads. The traffic is generalized into the
five time periods of different traffic compositions in Table 2-4. Similar traffic diurnal
variability and spatial distributions were reproduced by Yao et al. (2014) in a detailed area-
wide trip generation and traffic volume modeling. In the analysis here, hourly traffic profiles
during weekdays were constructed for each of the stations.

Table 2-4 Four daily periods of traffic compositions on the highway in Cincinnati.

Period Time Traffic Composition
Night period 11 pm -6 am Diesel truck dominant
Morning rushing hours 6 am~-8am Gasoline car dominant
Daytime period 8 am-3pm Mixture
Afternoon rushing hours 3pm-5pm Gasoline car dominant
Evening period 5pm-11pm Increasing diesel truck

Figure 2-24 shows the 2009 yearly averaged traffic volume for passenger cars in
automobile class C1-C3, diesel trucks including single-unit truck (C4-C7) and multi-unit trucks
(C8-C13) on the highways and local roads. Average weekly traffic compositions for selected
major monitoring stations are listed in Table 2-5. The highest traffic volume and large
variations occur along I-71 and I-75. The average and standard deviation of weekday total
traffic volumes are 69485+26590 vehicles/day (N=13 stations), 34770+14180 vehicles /day
(N=3 stations), and 43452+22661 vehicles /day (N=3 stations), for the interstate freeways,
collectors, and local roads, respectively. The level of service is consistent with the field traffic
measurements Liang et al. (2013) reported for October 2010 during the I-75 black carbon
dispersion studies.

In the Cincinnati area, most of multi-unit truck traffic is concentrated along the
interstate freeways with a traffic volume of 8159+4339 vehicles /day, or approximately 10
times more than in the collector and local roads. Truck volume above 13300 vehicles /day was
measured at north I-75 serving the industries and in I-75/1-71 after merger leaving Ohio into
Kentucky developments and mixed land use in perimeter and exurban. Representative
examples are shown in Figure 2-22.
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Figure 2-24

Truck and passenger car
traffic volume distribution in
the Cincinnati metropolitan
region. Heavy truck traffic
concentrated in 1-75, 1-74 and
the confluence of I-75/1-71
leading to Kentucky in the
south. Relatively, I-71 has
greater car traffic. From
Liang (2014).
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Table 2-5 Locations and traffic flow in 2009 for selected locations in the Cincinnati road network.

o Traffic Boads Average Weekday Traffic®* Location
K Station - — - -
Target Cross-hy Anitn S Truck MU Truck  Totel
HARZZIS 71 {E} Kennedy Ave SRS 5371 B7a1 116638 1
WARDA2Z =71 {E} SR-48 25164 3376 S9Ea 3B528 2
WARDRDG -71 {E} SR-123 32617 ERER G348 45458 3
WARDGTY 175 (M) Central Ave §2956 131445 13843 88344 4
WARDSAR 175 [N} 5R-53 54975 7265 11432 J3871 o
BUTOA7S 175 {8 Kyles Station Rd b1260 L8758 116k 3842 5
BUTOSD 75 {8 Union Center Blvd 533124 &34 £245 &3715 7
BUTO7M 755} Cincinnati-Dayten Rd 47391 856 RITE Se164 8
REMGASE 717755} Fifrh 5t 21842 12444 16101 126386 G
Hap2246 -74-275{ W} -74 62234 4797 5303 72334 iy
CLEGIBG 275{N) $R-32 BHARS 2885 1964 71204 1t
CLEG21L §-275{5} SR-125 54706 2443 1868 SB387 12
HAM3I3IE3 7AW Mew Haven Rd 18106 1576 La48 25831 i3
HARMIGG70 SR-1Z6{W) -75 S1637 2386 580 54533 i4
BLITO437 SR-12HW) 3R-747 32603 1901 E78 35380 15
BLITORA2 SR-1FHW) SR-4 Bypass 22117 1204 469 3750 1%
BUTO4 S SR-1ZaW) -75 23314 1237 771 25318 17
HARZOZZ Morwood Lateral (E} -75 §36892 4099 1514 589341 18
HARMER1R tebanon Rd {US-43} {8} Cottingham Dr 25585 1110 231 27006 19
HAMIAOR Winton Bd {5} Fleming Rd 32653 1115 279 34048 26
Mote: - Diata from OKL

-Yehicke types following ODOT: Auto - d-axial passenger cars; 34 Truck - Single unit truck; and

8L truch - mdti-unit truck.
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4.1.3. Urban form and air quality

The monocentric urban form in Cincinnati is facilitated by the transportation system and
water services. This urban form and its environmental impacts are shown by ambient air quality
variations within the urban area and in the exurban regions. From Liang (2014), the spatial
correlation and inferred role of the urban form are evident:

= from the analysis of the decade-long measurements of particulate matter with
aerodynamic diameter <2.5 pm (PMzs) for 13 U.S. EPA National Ambient Air Quality
Standards (NAAQS) monitoring stations, and

*  from quantitative modeling of black carbon dispersion experiment for 10 days (October 6
to October 15, 2010) at the road site of northern highway 1-75.

Figure 2-21 shows locations of the 10-day experimental study and the 15 NAAQS
stations in areas of distinct land use types. Station 17-061-0040 in the high-density urbanized
zone at the center of the Cincinnati metropolitan area is the reference station for analysis of
spatial relationships between the urban heat island, ambient air temperature and quality
variations. Table 2-6 lists the statistics of ambient temperature and PM> s measurements at the
reference station 17-061-0040 for 10.5 years. The yearly temperature and PM2 s mean have a
large standard deviation and a large range. The yearly minimum to maximum occurred in the
winter and summer season, respectively. Frequency distribution of PM3 5 concentration
measurements are asymmetric, with a bias toward small concentrations (Kurtosis =2.21 and
Skewness™>1; see Table 2-6). Ambient temperature is evenly distributed across the date range.

Table 2-6 Statistics of daily temperature measurements at NQAAS Station 17-061-00040.

Statistics Tave (°C)  Twm (°C)  Twmax (°C) AT (°C) PM2s (mg/m?)
Mean 14.22 9.20 20.09 10.88 13.89
Standard Deviation 10.17 9.66 11.14 3.83 7.27

Kurtosis -0.91 -0.84 -0.90 -0.51 2.21
Skewness -0.35 -0.32 -0.35 -0.03 1.25
Minimum -15.2 -20.4 -10.2 11 1.2

Maximum 343 27.4 42.1 22.8 521

Count 1661 1458 1458 1457 1717

Note: Raw data obtained from EPA NAAQS monitoring network.

Temperature and PM2 s measurement data for the period 1999-2014 were analyzed using
ordinary linear regression between a station (C;) and the reference station 17-061-0040 (Cre f):

Ci = Cref + €;
2.1)
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Despite the large seasonal variations, the daily temperatures and PM2 s concentrations are
correlated among the 15 NAAQS stations. Based on Eq.2.1, the correlations between the
reference station and all others in the area are obtained from regression for four temperature
parameters (daily maximum, daily minimum, daily average, and diurnal temperature range) and
PM: s concentrations. The obtained slope (;) and intercept (€;) from the highly correlated
variations (R2~0.99) are statistically significant (See Liang, 2014). Departure from 1:1
relationship indicate atmospheric differences among stations rather than measurement errors.

4.1.4. Thermal inversion and mixing height

Liang and Keener (2015)
analyzed atmospheric sounding
data from NOAA/NESDIS®, and
constructed atmospheric
temperature profiles using the
method by Ma et al. (1999).
Two satellites, GOES-8 and
GOES-9, equipped with filter
wheel radiometers, were
collecting measurements of
radiance from the on-board
thermal infrared channels, while
allowing retrieval of the
atmospheric temperature and
moisture profiles. The data were
retrieved at a 10-km spatial grid
and at hourly intervals for
sounding data locations S-1 to
S-4 shown in Figure 2-21.

Figure 2-25 shows a
typical diurnal atmospheric
profile in the Cincinnati
metropolitan region. The
tropopause layer separates the
turbulent troposphere from the
temperature-inverted laminar
stratosphere above. It is
important to note the urban
boundary layer, where a
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Figure 2-25 Representative temperature profiles showing the

boundary inversion and capping inversion,
Temperature data were obtained from NOAA for
the northern Cincinnati site. Altitude 0O is set at
surface elevation. DALR is the atmospheric dry
adiabatic lapse rate. From Liang and Keener
(2015).

nocturnal temperature inversion is evident'”. At this location (39°14°43”, -84°26°46”), thermal
inversion in the surface boundary layer reached its maximum in early morning, followed by
inversion destruction and then the recovery to normal lapse rate at a slightly stable boundary
layer (SBL) in the early afternoon. The daytime lapse rate returned to a level of neutral stability
close to the dry adiabatic lapse rate (DALR) at 9.8 °C/km (Figure 2-25). The nocturnal

? http://www star.nesdis. noaa. gov/smed/opdb/goes/soundings/skewt23L/html/skewhome . html
19 apse rate is defined as the gradient of temperature change per unit distance from ground surface.
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Figure 2-26 Temporal Lr and H;,, variations showing diurnal thermal inversion in the urban boundary

layer in October 2011. The inserts (a1) and (b1) show the observed difference of hourly
variation among the sounding sites in the period of October 9-10. From Liang (2014).

temperature inversion was re-established by the late evening. This diurnal variation is evident
for all radio sounding locations S-1 to S-4. From the temperature profiles, the lapse rate (L;) and
mixing height (Z:,) were determined for each day.

The determined Ly and Ziyv values in a 10-day period of October 2010 are shown in
Figure 2-26. It is clear that a sequential occurrence of nocturnal thermal inversion with the
strongest phase in days of October 7-12. Changes in temperature gradients in altitude became
gradual in the tropopause. The lapse rate in daytime returned to a level of neutral stability close
to neutral DALR of 9.8 °C/km. In all cases, the near-surface boundary layer above the urban
canopy marks the extent to which thermal and mechanical mixing occurs. The near-surface
boundary layer had a thickness of 421-607 m and the thermal inversion reached a maximum
strength with a lapse rate of -29.2 °C/km at 4 am on October 9.

The difference in the slope 1s statistically significant, reflecting the inversion strength in
the peak inversion phase. This physical interpretation implies weaker thermal inversion at
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Lunken airport as shown in the temporal profiles. The Lunken airport is located outside of the
high-density urban interior in the exurban region.

4.1.5. Urban and exurban differences

Thermal inversion development in the region had similar overall diurnal Ly and Ziny
variability across the urban scale. However, a small difference exists, reflecting the effects of
urban land uses. In Figure 2-26, the measured inverse lapse rates are lower at Lunken airport
compared to the other locations inside of the high-density urbanized area. Liang (2014) further
showed the difference was persistent based on linear correlations of Ly values at different
locations. The S-2 station at the southern end of the high-density urbanized zone is highly
correlated in lapse rate with other stations (S-1, S-3 and S-4). The correlation slope is around 1.0
with p<0.0001, and is <1 at 0.910+0.009 for the Lunken airport.

4.1.6. Urban form effects on urban heat island and air quality

4.1.6.1  Long-term changes in the urban center

The unique structure of urban boundary layer has been related to urban heat island effect
and air quality (Rotach et al., 2005; Liang et al., 2013; Trompetter et al., 2013; Wang et al.,
2012). This relationship is evident in the long-term ambient temperature and PMa s
concentration from 1999 to 2013 for the reference station 17-061-0040 in urban center of the
Cincinnati metropolitan area.

For the 1457 daily measurements collected in the reference station, the daily 7)., and
Tavg values show no statistically significant change over time, while long-term changes in Tyy;p,
and AT can be evidently identified amid the noise of seasonal variations using the so-called
continued wavelet transformation (CWT) techniques. At a data noise threshold db=0.80,
wavelet-denosing (Torrece and Compo, 1998; Farge, 1992) to Ty, and AT raw data captured
nearly 80% of the variation in Figure 2-27. Wavelet-transformed T},;,and AT maxima occurred
in May-June of each year, and the minima in the winter period. The seasonal cyclic variation is
the most prominent.

These temperature highs and lows after denoise shows an increase of ~1.6 and ~2.1 °C
over 10 years, respectively, by linear regression (Figure 2-28). These long-term changes
correspond to night-time maximum and minimum temperature, respectively, in the summer and
winter seasons. Because of the increase in night-time temperature, diurnal temperature range AT
decreased by 1.2 °C over a decade (Figure 2-28). These long-term changes are consistent with
the other publications on urban microclimate (Rebtez, 2001; Wang et al., 2012; Braganza et al.,
2004).

4.1.6.2  Urban-wide co-variations in temperature and PM s
o Ambient temperature

The urban heat island (UHI) effect in the greater Cincinnati area is shown by ambient
temperature measurements. Ambient temperatures measurements for each year are correlated
among stations, and the slope of correlation shows quantitatively the difference in temperature
across the region.
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Figure 2-27  Tun AT, and PM, s variations with time at NAAQS monitoring station 061-0040.
After wavelet denoise, the seasonal variations are shown in heavy lines.

Figure 2-29 shows the strong linear correlation between the reference station 17-061-
0040 at the urban core and other stations. Average value of square coefficient of correlation (R?)
for the 91 to 116 station-year correlations is >0.993 (0.941-0.999). Because the data covers a
10.4-year long period and for all seasons, the strong linear correlation indicates an effective and
time-persistent urban-scale heat flux and air circulation above the canopy layer.

Based on the correlation, the temperature difference at the site station and the reference
station in the urban core can be calculated for the decade-long measurements. The results are
presented in Table 2-7. Apparently, the calculated T'values are correlated to the delineated
urban land use, showing quantifiable and statistically significant UHI effects coincide with high-
density urbanized zones.

In cross-section A-A’ (Figure 2-21), annual mean 7", and the summer T4, are
plotted in distance across the high-density zone (Figure 2-30). Also plotted for comparison are
the relative differences of PM2 s concentrations. It is obvious that ambient temperatures above
the urban canopy layer are consistently higher inside the high-density zone than in the
surrounding areas (Figure 2-30). For three stations outside of the zone, annual mean 7”4, and

57

ED_002522A_00000129-00082



25 T T T T T T T T T T T T T T T T

&
20 W
4 0.156£0.007 yr; R*=0.30
15 - o ]
]
fm] ] _ o
5 F -0.122+0.004 yrL: R2
2 -12240.004 yr; R%=0.41
c:f a4 T, max
5t O AT, max ]
¥ ., min
ol Y ]
M v 0.207:0.014 vrl; R2=0.17
M
o v v v ]
M v
-10 . 1 . 1 . 1 . i . | ) ) ) ! ’ ! ’
1/98 100 102 1/04 106 108 110 112 114 116
Date

Figure 2-28 Change of ambient temperature T,,;,and AT at station 061-0040 in the central urban
interior. The regression slopes are statistically significant with p<0.0001. Adopted from
Liang (2014).
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Table 2-7 Temperature differences between the reference station and other stations abstracted from the >10-year daily temperature

measurements.

Annual Mean Winter Summer
Station TlAVG (OC) Tlmin (OC) Tlmax (OC) TIAVG (OC) Tlmin (OC) T[max (OC) T[AVG (OC) T,min (OC) T|max (OC)

14.22 9.30 20.09 -15.20 -20.40 -10.20 343 27.4 421
39-061-0006 -0.79 £ 0.45 -1.82 + 020 |-152 £+ 019 | -1.17+093 | -250 £+ 065 | -1.19 £+ 0.87 | -0.53 + 0.82 | -140 + 0.72 | -1.76 £ 0.96
39-061-0010% | -1.05+ 0.22 NA NA 067074 NA NA -131 + 0.78 NA NA
21-037-3002" | -0.58 + 0.48 -1.18 + 0.82 |-0.34 £ 0.54 0.06 £090 | -1.15 + 1.06 064 + 111 | -103 £091 | -119 + 1.07 | -1.05 % 1.09
21-117-0007 -0.25 + 0.38 -0.33 + 0.42 |-0.58 £ 0.54 0.08£047 | -0.33 + 063 048 + 075 | -048 £ 074 | -032 £+ 091 | -1.34 £ 0.99
39-025-0022* | -0.82 £ 0.65 -1.40 * 051 |-0.37 = 0.36 0.11+085 | 050 = 1.05 080 £165 | -146 + 086 | -195 + 019 | -1.22 + 057
39-017-0016 0.39 £ 0.54 091 + 0.64 |-061 £ 0.87 | -0.16 £0.388 0.22 + 127 | -0.90 + 0.86 0.77 + 0.60 133 + 081 | -040 £ 1.02
39-061-0014 -0.28 + 0.58 -0.69 + 0.65 0.02 + 0.69 0.17 £ 0.87 0.16 + 1.34 113 £ 219 | -058 + 077 | -121 £+ 074 | -0.78 £+ 0.94
39-061-8001 -0.05 + 0.31 -0.31 + 043 |(-0.18 £ 051 0.18+0.61 | -0.12 + 053 051 + 046 | -0.21 £+ 064 | -043 £ 069 | -0.68 £ 0.75
39-061-7001 -0.22 + 0.52 -0.39 £+ 041 |-0.36 £ 0.70 029071 0.25 + 0.86 154 £ 3.29 | -057 £ 0.77 | -0.78 £ 049 | -1.73 £+ 1.55
39-061-0041" | -0.48 + 0.38 -1.04 + 041 |-0.38 £ 041 038046 | -0.24 + 0.84 041 + 049 | -1.07 £ 080 | -1.52 + 1.12 | -095 1+ 0.63
39-061-0043 -0.36 £ 0.42 -0.60 + 0.46 |-0.14 £ 0.58 0.05+069 | -032 + 091 0.26 + 062 | -0.63 £ 065 | -0.77 £ 065 | -043 £ 0.82
21-037-0003* | -0.79 £ 0.93 086 + 108 | 077 £ 0.60 031 +071 0.08 + 0.8 120 + 053 | 188 +118 | -143 + 136 | -220+ 0.92
39-061-0042 0.11 £ 0.57 -0.03 £+ 0.71 |-0.11 £ 0.79 0.84 + 0.88 0.95 + 1.49 098 +076 | -039 £+ 079 | -063 £+ 070 | -0.90 £ 0.94

Note: * Stations are outside of the high-density urban area.

# Stations are outside but near the high-density urban area.
NA - Data not available.
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the largest T”,,4 in summer are lower by 0.89+0.14 °C and 1.55+0.30 °C, respectively. The
largest AT’ also occurred in summer when highest night-time T,,,;,=27.4 °C and highest day-time
Trnax=42.1 °C were measured in 17-061-0040 station. The average AT',,,;, and AT, Were -
1.69 °C and -1.71 °C. In contrast, temperatures are relatively uniform inside of the high-density
zone. The mean T’ ,,4is —0.09(£0.27) °C. From its southern tip at station 037-3002 (See

Figure 2-21), the annual mean T, increases slightly toward station 061-0040 in the urban core.
The difference in summer T’4,,4 is greater for a two-fold increase to -1.03 °C.

o PM> s variability

Like ambient
temperature, the
observed PM» s 08¢ 061-0040
concentrations are 0ot ‘ & L 2
linearly correlated 05 ® -
between the reference ‘
station 39-061-0040 st
and all other stations 20k
(Liang, 2014). The 5 14
correlation is - E
persistent for all years ¢ ooroow
of measurements at ® ® b
sampling height above
the urban canopy i - S
layer. This correlation & e
covers all PM s -
concentration range of s o s o s a e
1.2-52.1 mg/m3 0] Distance (km) o’

(mM=13.89, N=1717) Figure 2-30 Spatial variations of temperature difference for mean and
(See Table 2-6). The maximum T,,,, and PM, s in cross section O-O’. The

high degree of linear profile starting point a is station 037-3002 at southern tip
correlation among the of the high-density zone. See Figure 2-21 for the cross-

stations is significant section locations.

for the long duration

of monitoring. The

correlation coefficient (R?) for the 130 station-year correlations ranges 0.53-0.99 with an average
of 0.92. Almost 92% PM: 5 variability can be explained by urban-wide correlation. Similar
conclusions on small area-wide PMz s variations were made by Martuzevicius et al. (2005) using
hourly monitoring data, instead of daily, of the 13 NAAQS network stations in the Cincinnati
area.

T‘AVG (OC)

N
PM, ; (mg/m°)

-6

These intra-station correlations, both in temperature and PM2 5, strongly suggest
atmospheric mixing and mass communication at station’s sampling height above the roughness
boundary layer. Below the layer, the urban heat island effect is evident at the urban core along
with the air quality variations.
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4.1.6.3. Thermal inversion and wind conditions

The frequent and high-strength thermal inversion in the Cincinnati metropolitan area is
linked to the weakened wind field and air qualities. Liang et al (2013) reported the weak to
stagnant wind conditions in early morning hours, and an associated high black carbon
concentration, high ratio of organic carbon (OC) over elemental carbon (EC) concentration, at
near-ground levels at the I-75 highway in the high-density urbanized zone in northern Cincinnati.
The location of the study is shown in Figure 2-21.

20— weO L 8
| | —— Wind Speed ]

10

L, (°Clkm)
(e}

10 | €

20 |
107 10/8  10/9  10M0 10M1 10112 10M3  10M14 10M5 10/16

date

Figure 2-31  Co-variation of minutely average wind speed at the |-75 site with the lapse rate in the
boundary layer during the roadside black carbon dispersion experiments. U,y is the
hourly average wind speed.

The co-variation between field-observed wind speed and the determined temperature
lapse rate (L) is shown in Figure 2-31. Here L, quantitatively measures the inversion strength;
the SBL, weak SBL, and very weak SBL correspond to L, of 5 to -15, 5-10 °C/km, and <15
°C/km, respectively. Clearly, the weak SBL in October 14-15 corresponds to the highest wind
speed at 1.47-2.6 m/s measured in the field study of Liang et al. (2013). The high winds and
convection lead to low OC and EC concentrations, a low OC/EC ratio around 1.272.

The very weak SBL, with L,<-15 °C/km, was pronounced at the beginning of the
experimental period, notably in the early morning of October 7-13 before 8:28-9:10 am. The
lapse rate L, was <—10 °C/km, and the inversion reached a maximum strength at -29.2 °C/km at
4 am on October 9. Strong thermal inversion in this phase was non-stationary and induced
downward thermal flux due to radiative urban cooling (Martilli et al., 2002; Uno et al., 1988,
1989; Iziomon et al., 2003). As a result, a near-surface non-Gaussian transport mechanism such
as meandering (Cooper et al., 2006; Guzman-Torres et al., 2009) could have happened for which
the similarity theory cannot be applied (Uno et al., 1989). This relationship among black carbon
(and other pollutants) concentrations, weak wind speed, and the thermal inversion has been
observed in numerous field studies worldwide (Trompetter et al., 2013; Uno et al., 1988;
Guzman-Torres et al., 2009; Kumar et al , 2012).
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4.1.6.4. UHI formation and spatial variations

The weak wind condition is associated with weak atmospheric circulation in the urban
area, a condition that is marked by high nighttime temperature or greater degree of UHI effects.
The hilly topography in Cincinnati metropolitan area has a small relief <~50m except for along
the Ohio River banks and Mill Creek valley (See Figure 2-21). Such general geographic feature
may permit the occurrence of thermal inversion that Clarke (1969) proposed for the Mill Creek
valley west of the downtown. Similar topography-induced inversion was characterized in later
studies, notably by Fernando (2010) who noted that the thermal and gravity-induced upslope and
downslope flow are needed to produce nocturnal inversion in a complex terrain. For areas with a
gentler topographic slope, other possible mechanism is more likely. It involves of UHI-induced
thermal flux and horizontal air movement. Upward sensible heat flux and air aloof from warmer
urban interior may induce movement of colder air masses from surrounding rural areas, leading
to evening urban breeze, colder air at ground surface, and hence the concurrence of UHI and
thermal inversion (Rotach et al., 2005; Rendén et al, 2014; Hidalgo et al,, 2010). Temperature
condition for this UHI formation was observed in the higher night-time temperature T’,,;,,, in the
high-density urban zone (See Table 2-7).

The UHI effect and temperature variation are not uniform across the metropolitan area.
They depend on land use and land covers, and ultimately, the urban form. Similar conclusions
were made by several studies on detailed thermal mapping of the UHI effects (e.g., Liu et al.,
2012; Buyadi et al., 2013). As shown in this case study, the high-density urbanized zone is
accompanied by a rise of ambient daily temperature by 0.89-1.55 °C. Night-time temperature
increase is larger at ~1.7 °C.  While the increase closely follows high-density zone boundary in
cross section A-A’, the N-S elongated high-density zone has a varying width and is found having
different degree of UHI effects. Temperature increase is the largest in the Cincinnati downtown
area, around stations 37-061-0040 and 37-061-0042. The increases reduce in the north, where
the high-density zone narrows, and nearly disappear in the southern tip at station 21-037-3002.

The trend 1s further testified by a negligible small temperature increase in three stations in
residential area outside of the high-density zone but within the perimeters of Cincinnati
metropolitan area. Daily average T, is much lower than in the high-density zone. Similarly,
station 37-061-0006 located in a small and isolated high-density urban area along I-71 has
temperatures close to that of three exurban stations. As shown in Figure 2-23, these residential
areas are characteristic of detached single house with large trees, a large yard and acres of natural
area in between. This type of suburban region with less UHI effect was common for over 38
U.S. urban centers that Imhoft et al (2010) studied using LANDSAT satellite imagery data.

It is worthy to note that UHI effects measured by this study are much smaller than one
derived using the empirical formulation of Oke (1976 and references therein). Based on the
formula, the Cincinnati metropolitan area of ~2.1 million population would yield a 4.91 °C
temperature increase. It is likely that the majority of the Cincinnati area is typical of the medium
to low density suburban areas in the new urban climate zone classification of Oke (2006). The
urban formation, use of green space, and the elongated narrow shape of the high-density zone
may contribute to the less UHI effect. Thus, the UHI effects and spatial variations are closely
related to urban form and can respond to urban adaptation measures.
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4.1.6.5. Adaptation and potential effects

Urban-scale occurrence of UHI phenomenon affects both air pollutant transport and
water demand. The planning of high-density urbanized area and green spaces can result in
different degrees of UHI and atmospheric circulation in the boundary layer. Such analysis is
location-specific, but the studies in the Cincinnati metropolitan area indicate the potential of
adaptation co-benefit effects in the following two areas.

e Air pollutant transport

The meso-scale UHI and thermal inversion occurrence, as discussed in this case study,
are the causes for diurnal and seasonal variations in urban-wide temperature and PMz s
concentrations above the urban canopy layer. These factors also affect daily variability of
pollutants within the urban canopy layer. For the latter, U.S. EPA has published a series of
guidelines on such assessments (U.S. EPA, 2013a, 2004). Investigations reported in literature
call for a range of adaptation actions such as the use of tree barriers (e.g., Baldauf et al., 2008).

On the micro-scale, the Cincinnati case study shows that the urban form and its physical
structure configurations can affect urban climate conditions and, thus, the air pollutant transport.
Figure 2-32 illustrates three typical types of canopy layer settings that affect near-ground
pollutant distribution. These include the open-field setting at the highway I-75 site, the street
canyons among the low- and high-rise buildings of urban interior, and lastly, residential areas
with significant tree canopy effects. Among the three types, highway roads in open fields are
most common in the Cincinnati metropolitan area. Both the UHI and particulate pollution are
impacted by the canopy, transportation infrastructure, vehicle numbers and emission rates.

*  The UHI and controlling factors

UBL
L i? NAAQS
G T Eom
? ?m - 165M NG {; L E 8 SRL
T B % e . & &
el B oy 3

Open highway {175 site) Street canyon (0610040}

Figure 2-32 Schematic diagram showing major types of microclimate conditions in the
surface roughness layer (SRL) equivalent to the urban canopy layer (UCL).
The NAAQS stations above the UCL are affected by urban boundary layer
(UBL) circulations. Other symbols: G — Gaussian dispersion, NG — Non-
Gaussian dispersion. Modified from Liang and Keener (2015).

The high-density urbanized zone along the I-75 and Mill Creek has many properties of
UHI effects: night-time temperature increased by ~1.7 °C compared to exurban areas; a long-
term night temperature increased by 2.0 °C over a decade; and a higher PM; s concentration
occurred above the urban canopy layer. The UHI effect is much less in the low density suburban
residential area and apparently reduced by the presence of forested natural areas. In addition, the
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UHI formation enhances thermal inversions through the urban-rural air flows and reduces urban-
wide circulations.

The city-wide thermal effects of UHI occurrence can also affect water consumption, and
thus water demand variations in space and seasons. The exact dependence on water
consumption in the urban area is not quantified in the case study. It is generally understood that
the higher daily temperature and smaller diurnal temperature AT result in changes in
evapotranspiration in lawns and vegetation along with the increase of residential water usage,
particularly in the summer season. In the literature (e.g., Guhathakurta and Gober, 2007), the
thermal inversion, weak winds, and associated UHI formation have been reported to cause
greater water consumption per capita.

Nevertheless, this case study shows the impacts of urban form on UHI and related
atmospheric conditions. Major factors in urban transformation include spatial continuity of
high-density areas with gray infrastructure (e.g., concrete pavements), green space, forest and
native land coverage, non-continuous multi-centers, even tree canopy barrier that help modify
the interactions between the urban canopy and the overlying urban boundary layer.

4.2. Adaptive urban planning modeling and analysis in Cincinnati

Based on actual measurements, the preceding section 4.1 on the Cincinnati case study
shows the urban form, its effects on air quality, UHI formation, and population distributions. On
this basis, the goal of this section is to outline how adaptive urban planning can be applied for
the future development scenarios. The Cincinnati metropolitan area appears to be following
other U.S. very large metropolitan areas with its development trajectories, including downtown
revitalization, infill developments, Ohio River bank development, and a series of land use
policies to improve the urban efficiency including transportation and initiatives like the street car
system. These policy initiatives have changed the population and urban activity distribution, a
change that, when coordinated in planning, can positively affect the water and transportation
infrastructure planning and operation.

4.2.1  Three development scenarios

This scenario-based adaptive planning for the Cincinnati metropolitan area was
conducted to assess development options in the form of land use changes, and the downstream
effects on transportation performance and benefits in carbon emissions. Through this example,
the step-by-step process will be illustrated for using the AIR-SUSTAIN tool in adaptation
planning.

Figure 2-33 shows the distribution of population, household, and employment in the
metropolitan area. It is noteworthy that the classic monocentric urban form is starting to evolve
into multi-centers of employment, with the population and households scattered and distributed
across the region. The populations distributing along the north-south tending I-71 and 1-75
corridors are required to travel toward the employment centers.

To explore the potential future developmental scenarios, three options are explored and
analyzed using AIR-SUSTAIN for the Hamilton County, Ohio. The year 2010 is chosen as the
base year, and the year 2030 is set as the target year. The three scenarios are:
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= The Scenario 1 (S1) is referred to the single center development pattern. The single center is
taken to occur in the Downtown and Uptown Cincinnati areas, as shown by Figure 2-34a.

* The Scenario 2 (S2) is referred to the multiple-center development pattern. Two-center
development is assumed in this scenario. They are located in the Downtown Cincinnati and
Mason area which is located north of the Hamilton County, as shown by Figure 2-34b.

= The scenario 3 (S3) adopts the same development pattern as S2. However, it differs by
having two Rapid Bus Transit lines connecting these two centers, as shown in Figure 2-34c.

s

Figure 2-33

The base-year distribution of
population, household and
employment in the Cincinnati
metropolitan area.

m FEEG 1A \ : 8 \

4.2.2  Transportation and emission analysis using AIR-SUSTAIN tool

The three developmental scenarios in Figure 2-34 were analyzed using AIR-SUSTAIN
tool on transportation first; the results can be used later for water infrastructure planning and
adaptation. Generally, this type of planning and engineering analysis requires extensive
stakeholder engagement, economic analysis, and engineering evaluation. The analysis presented
here is intended to show how the AIR-SUSTAIN tool can be used in the scenario-based adaptive
planning.
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Mason Mason

(A) (B) (€)

Figure 2-34 Three development scenarios for the Cincinnati metropolitan area in target year 2030. A) monocenteric development around
the downtown; B) two-center configuration in downtown and Mason area; and C) two-center configuration with mass transit
between the centers.
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4.2.2.1 The modeling processes

All three competing scenarios
assume the same 15% increase of
population and employment to occur
from the base year to the target year

Zerado Hame

2030. The increases in population and Froject Dirscsory s\ Ting Desltop\Bample |
employment are allocated and Modsling Year iyt Bass 2010 | Tergwt W30
distributed around the activity center(s). Araiyst e |
The process for a scenario analysis was Daie Saturday . Saptember 26, &

devel Oped through 19 StepS f‘rom {LRSE Directory CnlUeaes Ting Deskicg

scenario setup (Figure 2-3 5)’ regional POVES Diveciary Cobsars Pablo MOVESHIIZ0 Lt
and project level traffic analysis, to Scensric Descrisfion {optisnsl)

emissions modeling using MOVES to
obtain the final simulation results.
Details of these simulation steps are
contained in Appendix A. Several
important modeling steps are discussed
in the following paragraphs

After setting up the adaptive Figure 2-35  Setup of a new scenario in AIR-
planning project, a new scenario is SUSTAIN
created and saved with specified AIR-
SUSTAIN database in MySQL and ArcGIS. Figure 2-36 shows a graphic user interface for the
project scenario setup. The subsequent Steps 2-4 specify the existing TAZ, road network, as well
as boundaries of the activity centers. The latter is an important element in adaptive urban
planning. Activity centers or incentive districts function as the transformation districts important
to urban adaptation (Figure 2-6), and by design, introduce changes to the urban form and

sorshic 2 Sosipesancomic Frstore Baas Yesr Gatm

i Terget Yesr Svensric Design o}

Lo Fife

Travel Demand Forecasting

(A)

=g Change

Pemidaticn Percenizge Change
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(B) {c)

Figure 2-36 Program interface for A) importing the Base Year data; B) assigning population
change; and C) assigning employment changes at TAZ levels.
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associated changes in population and urban activities. The tool has the capability of specifying
the changes of population and employment from the base year at the TAZ level. Population
Change and Employment Change can be specified for regions inside and outside of the incentive
boundaries separately.

Land use for the base year and the target year is generated separately. Details of urban
land use projection were projected using the CA-Markov method available in AUP&ET (See
Figure 2-14). In the AIR-SUSTAIN, the land use projection maps are used as a GIS layer for
trip generation modeling and forecasting. See Appendix A for more details. One potential
option for using the adaptive urban planning module is to specify the maximum population
density in the transformation districts. Such planning measures can potentially transformation
the monocentric urban form into a polycentric configuration (See Figure 2-6). Examples of
high-density development and urban transformations can be found in the literature (U.S. EPA,
2007b, 2009b, 2013b; Oh et al., 2005; Gim, 2012; and Sukkoo, 2007). For illustration, Figure 2-
37 shows an example of setting up scenario-based population and demographic simulations. By
defining the Maximum Population Density in the incentive area, i.e., 15,000 (person/mile?). Then
the target year demographic and socioeconomic data are generated by using the linkage model on
the basis of the base year data and assumed demographic and socioeconomic changes.
Alternatively, one also can input the population density projected in other population-based land
use models such as ICLUS. After completing a demographic projection for a developmental

. Target Year e and Socicec s 1. Popuiation | Wger

Target voar demographic
and SE data !

TR S O

Figure 2-37  Simulation module of demographic analysis for a development scenario. High
population density is specified for analysis of urban adaptation options.
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scenario, the adaptive planning process is conducted to understand the adaptation needs
including:

*  Projecting the future trip generation or the “travel need” (Steps 7-10). This analysis is
based on scenarios of growth policies in anticipation of future economic status and the
conditions specified in the beginning of an urban planning cycle (Figure 2-6).

*  Analyzing the transportation consequences with respect to air emissions (Steps in 11-13)
and in hotspot occurrence (Step 14). The simulation provides technical information on
traffic vehicle-to-capacity ratio (V/C), occurrence of hotspots, and permits exploration of
adaptation solutions. An example of the hotspot analysis in the Cincinnati metropolitan
area is shown in Figure 2-38.

*  Developing traffic management solutions and estimating the limits of adaptation
measures relying on traffic management and limited improvement of existing
transportation network. This adaptation analysis (Steps 15-16) relies on the evaluation of
infrastructural optimization using the microscopic simulation model VISSUM.

= Evaluating environmental and economic consequences of urban planning scenarios
(Steps 17-19). In these steps, the adaptive urban planning is focused on quantitative
analysis of carbon emission emissions, transportation performance (traffic delay, fuel
consumption, etc.), and economic analysis of adaptive measures.

Hotspots

{ Hotzpets |

Legend

wosonene oS ot ’
----------- RoadMetwork

= AR
D N T

Figure 2-38  Hotspots identified for typical peak-hour traffic for 2009 in Hamilton County,
showing concentrations along I-71, I-75, 1-275N, and Ronald Reagan highway.
Annual traffic data from Ohio-Kentucky-Indiana Council of Governments.
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S2/83:
Downtown
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Figure 2-39  Population changes by 2030 for the three developmental scenarios (S1, S2, and
S3in the inserts) in comparison to the distribution of base year 2010 (background).
Land boundaries indicate census blocks.

In the last step, the transportation performance is reviewed and evaluated against the
master planning or adaptation objectives. The selected developmental scenario is then examined
in analysis of the infrastructure adaptation for water supply, wastewater and storm water
managements. See AUP&ET process diagram in Figure 2-9.

4.2.2.2  Comparison of future developmental scenarios

The scenario analysis for the Cincinnati metropolitan area forms a quantitative basis to
compare the three development scenarios for target year 2030.

1) Demographic and socioeconomic changes

The changes in population, household, and employment from 2010 base year to 2030
target year are illustrated in Figures 2-39, 2-40, and 2-41, respectively. The future population
distribution depends on the developmental scenario. For the S1 developmental scenario, all
anticipated population growth is allocated in the downtown area. The increase is mostly likely to
occur throughout downtown, particularly in the Over-the-Rhine area to the north. In comparison
the changes in downtown are less prominent in S2 and S3 scenarios, because of significant
change in the Mason-West Chester region along the northern I-75 and I-71 highways and their
connectors (Figure 2-39).

2

Changes in future household numbers in 2030 are similar to those in population (Figure
2-40). The household number is projected for a largest increase in a number of small downtown
TAZs, where only a moderate-high rate of population increase is anticipated. This disparity is
found to be related to the smaller households in the downtown area. The intercity re-
development policy of the city may also play a role in these changing trends.
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Figure 2-40  Changes in number of household by 2030 for the three developmental scenarios
(81, 82, and S3 in the inserts) in comparison to the distribution of base year 2010
(background). Land boundaries indicate census blocks.

Figure 2-41 shows the employment changes at TAZs. The change shows a large increase
in northern Cincinnati (West Chester — Springdale — Mason area), the downtown (river bank, and
university hospital area), and in northern Kentucky. These increases are considered reasonable
based on the current developmental trends; for example, there are projected increases of
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$2/83:
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Figure 2-41 Employment changes by 2030 for the three developmental scenarios (81, 82, and $3
in the inserts) in comparison 1o the distribution of base year 2010 (background). Land
boundaries indicate census blocks.
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employment in the River Bank area that has been redeveloped in the past two decades and
continues to experience relocation of business operations into the area — an example is the future
GE headquarters. It is important, however, that in S2 and S3 developmental scenarios, a large
increase in employment is predicted in the Mason area (Figure 2-41).

2) Travel demand forecasting results

The travel demand forecasting results of the three scenarios are illustrated by trip
generation (Table 2-8) and trip distribution (Table 2-9). Based on the AIR-SUSTAIN modeling
results, there is a ~20% increase in trip generation from the base year (2010) to the target year
(2030). This increase is largely due to the assumed population increase of 15%. The trip
generation is around 6 million per day for the S1 and S2/83 scenarios. However, the model
projection shows the nature of the trips will change. Comparing the two sets of scenarios, the
multi-center configuration in S2/S83 favors HBW with trips within the home TAZs, while the
monocentric S1 scenario has a greater number of non-home-based (NHB) trips (Table 2-8).

Table 2-8 Trip generation results in number of trips per day

HBO 2,237,609 2,795,451 2,802,678
HBSC&HBU 66,635 93,287 93,553
HBW 1,127,146 1,347,873 1,359,091
NHB 1,541,498 1,794,372 1,780,907
Total Trips 4,972,888 6,030,983 6,036,229
Note: HBO - home-based-other trips; HBW — home-based-work trips; NHB — non-home-based

trips; HBSC - home-based school trips; HBU - home-based university trips

Table 2-10 summarizes the traffic performance for the three developmental scenarios
simulated for year 2030. Average queue length and wait time increases because no expansion of
transportation network was assumed for the modeling period (2010-2030). This assumption was
used to evaluate the potential roadway infrastructure capacity reserve. The analysis results
provide the potential capacity of the existing network as adapted through traffic management
tools. For example, for the same queue length, the S3 scenario with mass transit between two
future centers reduces the average time by 27.5% or 2.87-2.08 = 0.79 min/link. The average
total delay is reduced from 16.1 to 12.0 min/veh/mile for a 25.4% reduction (Table 2-10).

Table 2-9  Trip Distribution results for number of trips per day originated from and attracted to

centers*
Daily Trips Base Year S1 S52/83
Intra-center 181,232 398,746 422,073
External 432,667 425,816 435,525
Total 613,899 824,562 857,598

Note: * - Centers are future incentive areas as shown in Figure 2-34.
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Table 2-10 Average queue length, average wait time, total delay and average delay during Morning
Peak Hours (7:00 ~9:00 am)

s o A
9 12 12 12

Average queue length (veh per link)
Average wait time (min per link) 2.03 2.87 2.56 2.08
Total Delay (veh'h) 113456.4 205121.3 179796.6 153018.4
Average Delay (min/veh) 10.8 16.1 14.1 12.0

Note: Link refers to model road segment in model space.

The improvement by use of the mass transit in the two-center configuration is graphically
shown in the traffic volume distribution over the metropolitan’s road network (Figure 2-42).
Compared to the current condition, the 2030 traffic pattern is characterized by increased traffic
along the I-75 and I-71 highways. The traffic around Cincinnati downtown area (I-71, 1-75, I-
562, and connectors) becomes increasingly heavy in S1 - the concentrated downtown
development. The condition improves for the two-center configuration particularly with the
development of mass transit.

Figure 2-42

Peak hour (7:00-2:00 am) traffic volume distribution over the Cincinnati road
network for the base year (2010) and under three target-year (2030) development
scenarios.

73

ED_002522A_00000129-00098



3) Energy and emission reduction as adaptation co-benefits

The computer-simulated city-wide CO2 emissions and energy consumption (per day)
from transportation are shown in Figure 2-43 for comparison of development scenarios. From
the 2010 to 2030, the S1 developmental scenario is projected to have the largest increase in CO>
emissions and energy or gallons of fuel consumed. These two variables (energy/fuel and
emissions) are internally related to each other. The CO: emissions would increase by 13.6%.
This degree of increase is comparable to and slightly less than 17.5% increase in trip generation
(See Table 2-10), mostly due to the higher population and employment in the downtown area.
The improvement is attributed to use of the high-density/ “walkable” community development.

Significant improvement in CO; emission reductions and energy savings is predicted for
the S3 development scenario with two centers and mass transit. The emissions are 15.6% less
compared to that in S1 scenario with the monocentric development (Figure 2-43).

Transportation efficiency also increases. The average traffic delay per person is 25% less than in
the S1 scenario, and only slightly higher than the base year in 2010 (See Table 2-10).
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Figure 2-43  Comparison of three development scenarios (S1, S2, and S3) in peak hour (7:00-9:00)
vehicular CO; emission and energy (fuel) consumptions.

4.2.2.3  Implications on adaptation co-benefits

The case study in the Cincinnati metropolitan area shows the utility of an integrated
analysis tool AIR-SUSTAIN for the analysis of urban-scale development scenarios. The holistic
interactions among travel demand from population and land use change, demographic and
socioeconomic distributions, as well as the transportation activities on road emissions can be
quantified to assess the effects of urban infrastructure adaptation policies.

The scenario-based analysis points to the co-benefit of urban adaptation. Adaptive
planning for transportation optimization is projected to reduce emissions and, at the same time,
improve the urban efficiency. Transportation measures such as mass transit can facilitate the
urban form transformation from the current monocentric form to polycentric development. It
should be noted, however, that such urban scale adaptation was only analyzed considering land
use and transportation. The impacts on water infrastructure and service functions also need a
thorough evaluation by which the results may lead to further refinement of the developmental
scenarios. This adaptive process is illustrated in the framework in Figure 2-6.
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4.3 Adaptation analysis for water master planning in Manatee County, Florida

Following the prior example for adaptive urban planning with a focus on transportation
and urban growth, this case study illustrates the use of county/urban-scale water supply
adaptation through master planning. The case study was conducted in 2009-2011 for Manatee
County in Florida (Figure 2-44). A large growth in population, tourism, and economic
development occurred in the past two decades preceding this study. This trend is expected to
continue in the future. The combination of increasing water demand, climate-related chronic
droughts, and depletion of the Upper Floridian Aquifer as the main source water was the central
concerns to local water resource managers who need to provide adequate and sustainable water
supplies for the future.

In response to the chronic drought conditions in recent decades, the Southwest Florida
Water Management District (SWFWMD) designated the entire western portion of Manatee
County as the Most Impacted Area (MIA) and managed it as a part of the Eastern Tampa Bay
Water Use Caution Area (WUCA). In May 2008, the Manatee County Board of County
Commissioners adopted the Water Supply Facilities Work Plan (Master Plan hereafter) that
describes alternative capital improvement options for water resource development. The long-
term strategies are documented in the County’s master plan.

The adaptation study documented here was designed to analyze the Master Plan options
for water supply expansion, and to identify the most feasible and effective adaptation solutions.
Life-cycle analysis (LCA) was used to analyze carbon emissions, energy consumption, and
cost/cash flows by systematically considering each phase of planning, design, construction and
operation. Both the existing and planned new water infrastructure facilities were considered.

Yaralee
Courty W

B MenaleWre

& welfekis

Figure 2-44  Location of the Manatee County water supply system along the upper Manatee
River in Florida.
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The focus was to reduce CO; emissions and at the same time, achieve socioeconomic objectives.
Details of the analysis can be found in Chang et al. (2012). By implementation of the Master
Plan and other adaptation measures, the County successfully provided uninterrupted water
supply in recent years, even during the severe drought of 2017,

4.3.1  Water supply assessment
4.3.1.1 Water supplies

Water supply for the county is sourced from surface water and groundwater. Surface
water from Lake Manatee, a man-made reservoir on the Manatee River, provides an average of
132,110.9 m*d! (34.9 million gallons per day). The permit for withdrawal is governed by
permits issued by the Southwest Florida Water Management District according to Florida water
law (Chapter 373 FS).

Groundwater for water treatment is derived from two local wellfields: East County
Wellfield I (ECWF-1) and the Mosaic Phosphate Wellfield (MPWF). Their relative locations are
schematically shown in Figure 2-45. The ECWF-1 wellfield is permitted for 60,513.6 m>d"!
(15.986 million gallons per day) average annual withdrawals, while MPWF is permitted for
7,419.4 m*d! (1.96 million gallons per day). The Lake Manatee Water Treatment Plant (WTP)
located in the southwest of the Lake Manatee is the only WTP in the Manatee County, providing
all potable water supplies from the Manatee County Utility Department (MCUD). The treatment
plant has a maximum operating capacity of 317,974.6 m*d™! (or 84 million gallons per day);
204,412.2 m*d™! (or 54 million gallons per day) is for surface water treatment and 113,562.4 m*d"
! (or 30 million gallons per day) is for groundwater treatment.

Manatee County

AlS  Al6

Figure 2-45 Locations of WTP, ASR, well fields (ECWF-1, MPWF), and the twenty potential water
supply alternatives A1-A20. Not drawn to scale.

1 hitp://www.bradenton.com/news/local/article 145043929.himi
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A total of six (6) Aquifer Storage and Recovery (ASR) wells are located next to the Lake
Manatee WTP. The ASR wells were used to store treated potable water in the Floridian Aquifer
and for withdrawal to augment water supply during drought season. These ASR wells have been
in operation since 1986. This operation was permitted to provide up to 11,356,235.3 m* (3 billion
gallons) of storage with a combined capacity of 37,854.1 m*d"! (10 million gallons per day).

Figure 2-45 schematically shows the locations of water supply system components,
including Lake Manatee WTP, the ASR Wells, Lake Manatee surface water system, and the two
groundwater wellfields. Manatee County also connects three (3) regional wastewater treatment
plants to a 32-mile regional distribution system called Manatee Agricultural Reuse Supply
(MARS) for customers to use reclaimed wastewater for agricultural irrigation. The use of
reclaimed water saves groundwater from the Florida Aquifer that would otherwise be used for
irrigation. The saved credits from reduced groundwater use become the net benefits that can be
used as future potable water sources.

4.3.1.2 Water demand

MCUD provides water to retail customers, significant users, and wholesale customers.
Retail customers distribute in both incorporated (e.g., administrative) areas and unincorporated
areas of the County. Significant users refer to those with demands over 94.635 m*d™! (or 25,000
gallons per day). In 2006, this category of customer accounted for approximately 8782.2 m3d"!
(or 2.32 million gallons per day). Wholesale customers include the cities of Bradenton,
Palmetto, Longboat Key, and some regions in Sarasota County south of the Manatee County.
Detailed water demand for wholesale customers is listed in Table 2-11. Reserve capacities
available to the wholesale users remained constant over time as defined in the fixed water supply
agreements.

Table 2-11  Water demand in 2006 and projections for wholesale customers in annual average (Board

of County Commissioner, 2008)

Water Demand (m3/day)
Wholesale Customers
2006 2010 2015 2020 2025 2030
City of Bradenton 1,892.7 1,892.7 1,892.7 1,892.7 1,892.7 1,892.7
City of Palmetto 7,570.8 7,570.8 9,463.5 10,409.9 | 11,356.2 | 12,113.3
Town of Longboat Key 9,463.5 9,463.5 9,463.5 9,463.5 9,463.5 9,463.5
Sarasota County 37,8541 | 30,283.3 | 22,7125 | 18,927.1 | NA NA

Note: NA — Not available

Future water demands for retail customers and significant users is generally unknown
because of the uncertainty in socioeconomic development. Detailed population projections using
historical population trends (Board of County Commissioners, 2008) are the basis to calculate
future water supply needs. A constant water usage rate per capita, according to the Master Plan,
is assumed for the period of analysis. The water usage per capita in the MCUD service area is
set by permitting and planning. The total municipal water demand estimated for MCUD
corresponding to the population growth is listed in Table 2-12.
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The historical data indicate an average daily demand of 181,018 4-m? (or 47.8 million
gallons) in 2006. The demand total includes 115,455.1 m3d™! (or 30.5 million gallons per day) for
domestic water usage, 65,563.3 m*d™! (or 17.3 million gallons per day) for wholesale customers
and significant users. With the projected population growth, annual average potable water
demand will increase to 234,317 m*d™! (or 61.9 million gallons per day) by 2030 as specified in
the Master Plan (Board County Commissioners, 2008). MCUD currently has an annual average
of permitted water supply of 200,059.0 m*d™! or 52.9 million gallons per day. According to the
Master Plan, a total of 34,447.2 m*d™! (or 9.1 million gallons per day) of additional water supply
is required by the year 2030.

Table 2-12 Water demand projections for retail and significant users in annual average (Board of
County Commissioner, 2008)

Water Demand (m3/day)
2006 2010 2015 2020 2025 2030
Retail customers 115,4551 | 115,303,6 | 132,186.6 | 149,864.5 | 168,299.4 | 187,605.0
Significant customers | 8,782.2 14,346.7 16,466.5 18,662.1 20,933.3 23,356.0

Customers

4.3.1.3 Future water supply alternatives

MCUD identified twenty potential water supply alternatives to meet the increased water
demands in the future. The master planning called for a combination of surface water and
groundwater sources grouped into five categories: groundwater options, surface water options,
water permit transfer options, regional water options, and other options. Table 2-13 lists the
twenty competing water supply alternatives. Groundwater options include building new
wellfields in various locations of Manatee County. By operating the MARS system with less
groundwater for irrigation, MCUD can increase the permitted groundwater pumping for potable
water supply. Overall, the MARS projects consist of four phases: MARS-I, MARS-II, MARS-
I, and MARS-IV; MARS-I and MARS-II projects have been implemented as of 2012 (Chang et
al., 2012).

Table 2-13 Twenty alternatives for water supply expansion in the county master planning.

Alternative m Brief Description

Groundwater Options

This option is to supply new groundwater by developing a new

MARS-I 1 wellfield in central Duette Park area near the existing ECWF-1.
This option is to supply new groundwater by developing a new
MARS-II 2 wellfield in Erle Road Tank site.
MARS-III 3
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Alternative m Brief Description

These options are to supply new groundwater by developing a new
MARS-IV 4 wellfield. The location of the new wellfield has not yet been decided.

Surface Water Options

This option is to divert more surface water from the Little Manatee
River in to the existing Lake Parrish Reservoir located in the northern
part of Manatee County as a cooling pond for a power plant. The

5 increased water storage in the Lake Parrish Reservoir is used for
irrigation purpose to obtain well credits. Improvements on the existing
systems include upgrading diversion pumps and distribution pumping
and piping facilities.

Lake Parrish
Reservoir

This option is in an attempt to increase the storage of the Lake
Manatee Reservoir so as to increase the surface water annual yield
from Lake Manatee. The capital investment includes creation and

6 maintenance of new reservoir and dam, wetlands mitigation costs,
and water transmission and treatment at the existing water treatment
plant. This alternative may or may not be funded by Southwest
Florida Water Management District (SWFWMD).

Dredging of Lake
Manatee

] This option is to build a new reservoir upstream of Lake Manatee at
Gilley Creek 7 the Gilley Creek location so as to yield more annual surface water.
reservoir This alternative may or may not be funded by SWFWMD.

This option is to create an upstream impoundment at the North and
East Fork locations to increase storage and yield available at the Lake
North and East Manatee intake. The capital investment includes creation and

Fork Reservoir 8 maintenance of a new reservoir and dam, wetlands mitigation costs,
and water transmission and treatment at the existing water treatment
plant. This alternative may or may not be funded by SWFWNMD.

This option is to develop a reservoir to store surface water diverted
from the Myakka River located in the southeastern portion of Manatee
Tatum Reservoir — County. The stored surface water due to the Tatum Reservoir is used
Lake Manatee 9 for irrigation purposes so that the well credits that are originally used
WTP for irrigation can be transferred for potable water supply. The facilities
to be built include an impoundment structure and distribution pumping
and piping.

Transferred Water Use Permit Options

This option is to renegotiate with the current reclaimed water
customers for increased reclaimed water flows in the new agreement
term. The cost associated with this alternative is for pumping to and

Well Credit from 10
Current Reuse

Customers treatment at the existing water treatment plant.
D This option is to implement a policy that will require new farmland
eveloper . h , )
. developers to obtain the previous landowner’s water use permit as a
Provided Water . .
. 1 part of a land purchase. In this way, Manatee County Utility
Use Permits : :
Department (MCUD) can take off the burden of increasing the water
(WUP) Transfer
supply to the new potable water demand of new developers.
Direct Purchased This option is to buy water use permits from permittees who are
of WUP 12 discontinuing farming operations instead of making new developers

purchase the water use permit. This alternative is in conflict with
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Alternative m Brief Description

option #11 and Manatee County wishes to forego the option if option
#11 can be implemented.

Regional Water Options

Peace River Water

This option is to improve the existing Pease River water treatment
facility in Desoto County by construction of a new 6.0-billion-gallon

Treatment Facility 13 . ; e ) .
Expansion reservoir and expansion water trggtment facility’s production capacity
from 12 to 24 and finally to 48 million gallons per day.

This option is based on improvements on the existing Shell Creek
Shell Creek water system by restoration and enhancement of natural water
Restoration 14 storage areas. This alternative is for potable water supply to the City

of Punta Gorda and the region. An environmental benefit is identified

for this alternative due to restoration of natural conditions.

This option is to build a surface new water supply system located
ngasiigﬁow within Sarasota County. Dona Bay Option A is a two-phase project.
Restoration 15 The first phase is to build a new reservoir and a new water treatment
(Option A) plant at the Dona Bay site and the second phase is to expand the size

and capacity of the reservoir and the water treatment plant.

Dona Bay/Cow This option is to build a new surface water supply system located

Pen Slough 16 within Sarasota County. Dona Bay Option B is a single phase project.
Restoration This alternative is in conflict with option #15.

(Option B)

This option is to build a new water supply system at Flatford Swamp
Flatford Swamp 17 area located in the southeastern portion of Manatee County. The
Restoration water source comes from the excess irrigation run-off in Flatford

Swamp which causes widespread tree mortality. This alternative is in

conflict with options #18 and #19.

Other Options

This option is to pump the surplus water stored in the Flatford Swamp

which is located in southeastern portion of Manatee County
Flatford Swamp - immediately north of Myakka City to the Tatum Reservoir for storage
Stored and Treated | 18 and to build a new water treatment plant to treat the water to potable
at Tatum Reservoir water standards at the Tatum Reservoir site. This alternative is in

conflict with options #9, #17 and #19. This alternative may or may not
be funded by SWFWMD.
Flatford Swamp This option is similar to option #18. The difference is that this option
supplemented with will divert seasonal surface water from the Myakka River to
Diversion from the 19 supplement the Flatford Swamp irrigation runoff. Diversion structure,
Myakka River - pumping facilities and additional capacity of the new water treatment
Stored and Treated plant will be needed. This alternative is in conflict with option #9, #17
at Tatum Reservoir and #18. This alternative may or may not be funded by SWFWMD.

This option is to treat seawater to potable water standards. New
Seawater seawater desalination facilities at the Port Manatee site need to be
Desalination 20 built. High operation and maintenance costs may be experienced.

But potential price reduction equipment and funding from SWFWMD
may make this alternative a competitive one.
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Surface water options refer to those alternatives that involve new or expansion of existing
reservoirs, by which additional surface water can be diverted from rivers into the reservoirs
during the wet season. Some of the surface water may be used for irrigation purposes without
treatment at Manatee WTP. This amount is then counted as groundwater credits for MARS-I
expansion. The expansion timing for MARS-IIT and IV are unknown. Groundwater credits may
be reserved for the MARS-I expansion if it can be replaced with surface water sources. Water
permit transfer options are possible where a water use permit holder no longer needs the water or
reclaimed water becomes available.

A regional water supply is another option. The Peace River Manasota Regional Water
Supply Authority (PR/MRW SA) aims to integrate and improve water resource management in
Charlotte County, DeSoto County, Manatee County and Sarasota County in order to provide the
region with an adequate, reliable, and sustainable water supply into the future. Starting in 2014,
the PR/MRWSA has begun providing water to the Manatee County. Other water options
considered in the master planning process include seawater desalination, and swamp restoration
at the Flatford Swamp in southeastern Manatee County. The Flatford Swamp receives a
significant amount of irrigation runoff. Reducing the irrigation runoff flow into the swamp was
predicted to help re-establish hardwood trees in the swamp and reduce environmental impact.
Seawater desalination involves building a seawater treatment plant at the Tampa Bay.

Figure 2-45 schematically illustrates the relative locations of all twenty potential water
supply alternatives. Among them, locations of alternatives #10, #11 and #12 are shown only for
the purposes of illustration; these three alternatives require no physical facilities. Some of the
twenty alternatives may be eligible for SWFWMD funding, thus decreasing the county’s capital
investment and thereby unit cost of potable water. It was noted, however, that the SWFWMD
funding was not guaranteed even if all required criteria were met. In the comparative analysis,
the highest (conservative) unit cost was used for the alternative following the common practice
of engineering feasibility analysis.

Table 2-14 summarizes the maximal water credit and unit cost for each of the 20 water
supply alternatives. The maximum water credit is defined as the maximum permitted water
withdrawal. Unit cost was calculated as the present value for a cubic meter in U.S. dollars based
on the 2007 value. It includes the amortization of the estimated initial capital investments and
the operation and maintenance (O&M) costs.

Table 2-14 Maximum water credit and unit cost of the twenty water supply alternatives”

1 2 3 4 5 6 7 8 9 10
Max Water Credit 821 |11.36 | 7.57 | 18.93 | 15.52 | 4429 | 34.83 | 40.13 | 17.79 | 17.03
Unit Cost ($/m3) 034 | 053 (031 |050 |051 (109 067 |074 108 |0.50
11 12 13 14 15 16 17 18 19 20
Max Water Credit o* o* 4542 | 7571 | 75.71 | 7571 | 56.78 | 30.28 | 43.15 | 37.85
Unit Cost ($/m3) 0.53 | 060 |030 | 0.51 076 | 062 072 |061 |055 |1.07

Note: * - The max water credits for alternative #10 and #11 are not available and the value of zero was
assigned as default. Maximum water credit is 1,000 m¥d
# - Adopted from the 2008 Manatee County Water Supply Facilities Work Plan (Board of County
Commissioner, 2008)
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4.3.2  Expansion scenario analysis

Most current decision-making systems rely on a single attribute; for example, economic
cost or water supply capacity. However, the cost saving money alone does not reflect all
sustainability attributes in evaluating the adequacy of the competing water supply expansion
options. In the Manatee County case study, a decision-making framework included both savings
in the carbon footprint and economic cost based on LCA to achieve optimal expansion planning.

Two approaches in a systems evaluation are common in finding the global optimal
solution among competing alternatives. One is a top-down modeling assessment; the other is
bottom-up threshold analysis. Optimization models for the top-down water supply system
planning have been developed to address multiple planning goals (Harrington and Gidley, 1985,
Yamout and Ef-fadel, 2005). Traditional decision-making mostly relies on the outcome of a cost
and benefit analysis in the context of single objective optimization, which was of particular
interest to both water supply (Urbaniak, 1988; Slowinski et al., 1995) and wastewater treatment
(Ong and Adams, 1990). Various analysis techniques have been used including nonlinear
programming models (Mulvihill and Dracup, 1974) and multicriteria decision analyses
(Slowinski et al., 1995).

LCA is a well-established and standardized method of analysis for cost comparisons and
can be applied to evaluate and reduce possible environmental impacts as a part of a sustainability
analysis. For example, some LCA investigations have introduced greenhouse gas (GHG)
emissions, namely the carbon footprint, as one of the categories when evaluating multiple
technical solutions or alternatives for municipal wastewater treatment systems (Tillman et al ,
1998; Dennison et al., 1998; Lundin et al., 2000, Peters and Lundie, 2001) and for water supply
assessment (Voivontas et al., 2003; Lundie et al., 2004).

Evaluation of the expansion alternatives in Manatee County followed the LCA principles
in an analysis of the cost and life-cycle GHG emissions. Based on these determined parameters,
a multi-objective optimization scheme was developed to identify the global optimal planning
solutions.

4.3.2.1. Carbon footprint estimates

The carbon footprint is a sum of CO> equivalents in all phases of each expansion
alternative. Time duration for this analysis was twenty years (from 2011 to 2030) during which
the construction, production, use, and recycle phases were analyzed sequentially as shown in
Figure 2-46. The system diagram shows material and energy flows, where each block represents
materials stocks and is connected by arrows with surrounding blocks to indicate critical material
flows. Materials, or raw water in this analysis, 1s extracted at the beginning of a life cycle,
passes through intermediate phases, and finally returns to the environment in the end of the life
cycle. In this analysis, the end-of-life phase of water facilities was not included because water
facilities usually have a service life far beyond our focused time period.

Q1 et al (2010) analyzed carbon footprint for all twenty water supply alternatives. Their
results were used in this LCA analysis. The emissions in construction and operation phases were
calculated in the 20-year time period. The total COz equivalent emissions in a 20-year time
period was the sum of COz equivalent emissions for construction and operations. As shown in
Figure 2-46, construction phase includes the processes © and @. Their CO; equivalent
emissions were independent of the amount of water supplied. When a potential water supply
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Figure 2-46 The life-cycle system analysis flow diagram for determining carbon footprint in water
infrastructure expansion alternative evaluations. Process is divided into three layers.
Adopted from Qi et al. (2010) and Chang et al. (2012).

alternative was selected and implemented, the CO; equivalent emissions were determined for
both facility construction and operation. The operation phase included processes @, @, ®, ®,
@, ®, and @. The LCA results are listed in Table 2-15.

In this analysis, the CO; equivalent emissions were proportional to the amount of water
supplied, but the total energy usage in the water infrastructure life-cycle varied significantly
among the expansion options (Table 2-15).

4.3.2.2. Multi-objective evaluation

A multi-objective mixed integer programming model was developed to assess these
multi-stage expansion strategies based upon the LCA and cost evaluation results. The analysis
of future water supply scenarios covered a 20-year timeframe from 2011 to 2030. The trade-off
analysis for a compromised solution was based on two objectives. One was to minimize the total
system costs required for the water supply expansion. The other was to minimize the total GHG
emissions expressed as CO2 equivalent. Both objectives were applied through modeling to
screen and order the relevant water supply alternatives.

A compromise programming model simulation produced the best Pareto frontier
solutions for the alternative expansion options. The model computation is a function of the total
number of planning periods in the multi-stage framework of infrastructure planning,
construction, operation and disposal (See Figure 2-46). The time interval depends on location-
specific conditions and local decision-making requirements. More stages of greater
implementation details lead to more decision variables and parameters that require greater
computation time. For the purpose of this illustration, a S-year time span was assumed for the
construction phase in the decision analysis. The five-year duration is generally in agreement with
the capital expenditure process.
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Table 2-15. LCA of carbon footprint of twenty water supply alternatives (modified from Qi et al., 2010)

CO; eqguivalent emissions in

COZ 3QUiva‘ent emissions in Qperational phase! Process
Alternative constructional phase Process D+D+E+E+D+ B+ O
@ + @ (kg)
(kg-m™)
1
1.96x1010 235

2 2.85x1010 2.68
Groundwater

3 2.08x1010 2.48

4 4.11x1010 287

5 3.40%1070 2.71

6 1.88x10%0 1.16
Surface water | 7 2.67x1010 1.99

8 8.91x1010 3.75

9 4.63x1010 3.13
Water use 10 Negligible 1.16
permit 11 Negligible* 1.16
transfer 12 Negligible™ 716

13 1.81x10" 5.89

14 2.72x10" 6.85
Regional 15 1.07x107 3.35
water

16 1.07x10" 3.35

17 6.56x1010 2.71

18 4.88x1010 2.71
Others 19 5.75x1010 2.71

20 6.28x1010 3.28

Note: * - Water permit transfer is simply an administrative action with almost no obvious carbon
footprint relative to other options.

4.3.3.  Quantitative modeling and systems analysis

In quantitative analysis, the multistage planning horizon was divided into the four time
periods with each having a 5-year time span. Decisions in each period of expansion decisions
for the growing water demand can be evaluated in a trade-off analysis between the two
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objectives. The Multi-objective and Multistage Mixed Integer Programming model used in the
Manatee County evaluation is described below.

Objective Functions

Two governing objective functions were implemented at S-year interval. The COz¢q total
was calculated using the LCA procedures shown in Figure 2-46. Monetary values of cost are
discounted to the year 2007. According to Chang et al. (2012),

Objective function 1:

Minimize Z; = total CO; equivalent emissions (unit: g) =
20 4 20

Z(1000Ai1 €Oy, X 1825 + Y1 €0y, ) + Z Z[momitcozlwi % 1825 + (Vi = Yir-1)) CO02c,]

i=1 t=2 i=1

Objective function 2: Minimize Z> = total cost (unit: $) =
20 4 20

Z(woo;&ila x 1825 + Y, F)) + z Z[womitq x 1825 + (Y, — Yie—1))Fi]

i=1 t=2 i=1

where Y, 1s 1 if the alternative 7 1s implemented in and after time stage 7, otherwise V;; =0, i =1,
2,...,20;¢=1, 2, 3, 4 for the period of 5-year implementation interval. CO2.c; 1s the amount of
CO: equivalent emissions in the construction phase of alternative 7 in unit of g, and CO2.0; 15 the
amount of CO; equivalent emissions in the operational phase of alternative 7 in unit of grm™, i =
1,2, ..., 20. Ayis actual water withdrawn (10*m3d™!) from alternative i(= 1, 2, ..., 20), and =1,
2,3, 4. C;is unit water cost of the alternative solution 7 in $:m= (i =1, 2, ..., 20). F}is the fixed
capital investment for the alternative solution7 (=1, 2, ..., 20).

Model Constrait Setting

Constraints setting in the compromise programming model included definitional
constraints, water demand constraints, capacity limitation constraints, availability constraints,
sequencing constraints, mutually exclusive constraints, irreversible constraints, screening
constraints, and non-negative and binary constraints. These constraints provided different
functionalities in an intertwined solution space that narrowed down the dynamic selection and
ranking based on streamlined logic described by the coupled objective functions and constraints
over the planning horizon.

The set of model constraints below defined the current maximum water supply and
projected water demand in the unit of 10> m*/day in each time period:

§=1200.04 10°m’d’ (2.3)

D1=192.19 10°m’d?! (2.4)

D>=209.14 10°m*d™! (2.5)

D3;=21183 10°m*d! (2.6)

Ds=23443 10°m’d?! 2.7)
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Fi=0001 $ (2.8)
G = alarge dumb number (e.g., 999999999) (2.9)

where S is the current water supply upper limit; D, is water demand in time period 7 (= 1,
2, 3, 4); Fi1s the virtual fixed cost, an artificially assigned small number relative to all cost
parameters to support screening logic in the cost-effectiveness objective and associated
constraints. The use of dumb number (s in programming is to assure computing stability for the
If-Then logic screening in constraints by Eqs.(2.10)-(2.12). The settings of /; and G also help
avoid the selection of an alternative with no additional water supply over the planning horizon.
In the modeling, the following constraints were applied:

* The constraints between demand (D) and supply (S) were applied to the entire 20-year
period in the modeling space:

20
ZAH 2D -8 for all ¢ (2.10)

=1

= The water amount supplied by each future water source would not exceed its
predetermined supply limit:

A, =AY, for all 7 and all i (2.11)

in which =e<is the maximum water credit (10°m*d Y ford,,i=1,2, ..., 20.

*  Only MARS-I and MARS-II were available in time period 1 and the rest of future water
supply alternatives may be available only after time period 1 because of the original
setting in the work plan

1 i=12
Y, = . (2.12)
0 i=3,4,..,20

Construction sequencing constraints

This set of constraints assured that the MARS-II project could not be implemented until
the completion of the MARS-I project as specified in the infrastructure expansion work plan.
Similarly, the MARS-II project implementation could only occur before the MARS-III project.
This forward-looking sequence applies to MARS-III project as it might be implemented ahead of
MRAS-1IV project. Mathematically,

Yll‘ 2Y2t
v, 21, for all 1 (2.13)
Y3t ZYM

Mutually exclusive constraints:

Some future water supply alternatives were mutually exclusive as specified in the original
work plan. This set of constraints assured that only one of the exclusive future water supply
alternatives could be implemented in any time period. For example, Alternatives 11 and 12 are
mutually exclusive because the water use permit allocation is either transferred from developers
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to the County or otherwise acquired by Manatee County through other means; an example was to
exchange the County’s reclaimed water for groundwater currently used for agricultural irrigation.
The MARS-III project conflicts with the other regional water supply alternatives because any
one of the regional water supply sources or completed implementation of MARS projects can
provide adequate water supply (Board of County Commissioners, 2008). Alternatives 15 and 16
are mutually exclusive because both alternatives use the same water supply sources with
different implementation schedules. Similarly, alternatives 17, 18 and 19 are mutually exclusive
because all three alternatives rely on Flatford Swamp as a water source. The differences among
the three alternatives depend on the construction of a new WTP as a part of the regional water
supply option. Alternatives 9, 18 and 19 are mutually exclusive because all three are related to a
new reservoir site at Tatum. The difference is whether the new reservoir site will be used to
store water pumped from Myakka River or from Flatford Swamp.

Furthermore, Eqs.2.19-2.22 define the need for MARS-I implementation before
considering relevant alternatives #5, #9, #10, and #11, because of the constraints derived from
sequential water credit transfer. Mathematically, these constraints are:

Vo, +1, <1 for all ¢ (2.14)
Vo, +Y, +1., +Y,+1,+1, <1 for all ¢ (2.15)
Y, +Y,, <1 for all ¢ (2.16)
Vo, + ¥ + 1, <1 for all ¢ (2.17)
Y, +Y, +1,, <1 for all ¢ (2.18)
Y, <Y, for all ¢ (2.19)
Y, <Y, for all ¢ (2.20)
Y., =Y, for all ¢ (2.21)
Y., =Y, for all ¢ (2.22)

Irreversible constraints:

This set of constraints assures that the implemented water supply alternatives in one time
period will be available in and after that time period.

Y, <Y, i=1,2,..,20,1=1,2,3 (2.23)

i(r+1)

Screening constraints.

This set of constraints defines the sequence by which alternatives for meeting water
demands will be considered. A new water supply alternative is screened when the maximum
capacity of the current water supply in given time period is incapable of meeting the projected
water demand in the next time period. Otherwise, there is no need to implement any new water
supply alternative. In Eqs. 2.24-2.26, the formulation would allow » number of water supply
alternatives to be included in each time period for capacity expansion, in which # is a positive
integer. If n=1, it implies the model would only pick up one alternative at a time for ranking in
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sequence. Three different scenarios were analyzed at #» =1, n =2 and n =3, respectively, or the
number of alternatives that is allowed to be selected at a time ranges from 1 to 3.

20
2 LA™ (D, -8)<GY,

(2.24)
20 20
- Z Y, <n(1-1)
i=1 i=1
20
Y 1AM - (D, - 8) < GY,
i=1
20 20 (2'25)
> Y,-> Y, <n(1-1,)
i=1 i=1
20
Z Y,A™ —(D, - §) < GY,
- (2.26)

20

A Z i3 S}’Z(l—Y;)

i=1 i=l

where Y1, Y2, and Y3 are binary integer variables for screening multiple alternatives associated
with differing scenarios in the optimization context.

Non-negative and binary constraints:

This set of constraints assures that the amount of water assigned to each water supply
alternative is non-negative and the binary decision variables are dichotomous.

4,20 (2.27)
Y =01 i=1,2,...,20,1=1,2,3,4 (2.28)
V1,2, 3=0,1 (2.29)

4.3.4.  Adaptation analysis on cost and carbon/energy footprint

4.3.3.1.  Carbon/energy footprint and cost optimization

Ideal solutions were identified using the multi-objective model simulation by solving
each of the individual objective equations sequentially. The solution (shown in Table 2-16) was
considered optimal when each objective is optimized individually and achieved together.
However, the ideal solution may not be feasible or practical because the objectives may be
competing, even conflicting in the decision space. In this type of application, the “Pareto
Optima” solution set is commonly used. The solution optimization can be found the Pareto
Optima frontier in the solution space of the compromise programming model. Alternatively, the
compromised solution can also be obtained by applying the distance-based metrics defined in a
compromise programming model (Zeleny, 1973).

For the two objective functions, the solution space is a two-dimensional objective space.
The x-axis was selected for CO; equivalent emissions (Z1) and the y-axis for total system cost
(Z2). In all cases, a Pareto Optimal solution in global optimization space represents the best
alternative that may perform better simultaneously in both objectives. For exclusive
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optimization decision (n = 1), five sets of solutions are found Table 2-17. Solution #1 is the
GHG effective solution; Solution #5 is the most cost effective; and the other three are
compromised solutions. For alternative management decisions at # =2 and n = 3, the Pareto
Optimal solutions were found and described in Chang et al. (2012).

Table 2-16 ldeal solution of the multi-objective model

Minimize Z1 Minimize Z>
(kg) ($miltion)
n=1 1.15%10" 223
n=2 7.55%101° 172
n=3 7.54x101 172

Note: nis a number of alternatives allowed in one set of ideal solution.

A sensitivity testing for the optimal solution was conducted at assumed 10% uncertainty
in the estimates of future water demand change at all four stages. For water managers, the future
prediction is the basis for decision making. The results are shown in Table 2-18. The best case
is that future water demand is 10% less than the prediction; conversely the future water demand
of more than 10% than predicted is the worst-case scenario in planning.

Table 2-17 The Pareto optimal expansion strategies (n = 1)

Solution 21 2 Expansion Strategies
Number - - : ; -
(kg) ($million) Period 1 Period 2 Period 3 Period 4
1 1.15x10" 313 1,2 17 - 6
2 1.42x10" 295 1,2 17 - 7
3 1.56%10" 260 1,2 16 - 10
4 2.14x10M 258 1,2 16 - 19
5 3.22x10M 223 1,2 14 - 10

Note: Best compromised solution #3 is in bold and italic.

For n =1, the Pareto Optimal solution sets were examined for the best case 0.9D, (D1 =
172.97, D> =188.23, D3 = 190.65, and D4 =210.99) and the worst case of 1.1D; (D1 =211.41, D>
=230.05, D3 =233.01, and D4 =257.87). Solutions marked by “~” or “+” represents 10% lower
or higher water demand than the predicted level in the Master Plan, respectively. A comparison
indicates that the Pareto Optimal frontier remains unchanged in shape.

4.3.3.2.  Opftimal expansion solutions and construction sequence

Water supply system expansion normally takes place in phases with an ultimate goal to
satisfy water service needs and accommodate economic considerations such as capital flow and
construction cost. The preceding analysis for the Manatee County water infrastructure expansion
showed multiple compromised solutions in trade-off between the system’s cost and life-cycle
carbon footprints. It is worth noting that practical master planning of water infrastructure

89

ED_002522A_00000129-00114



improvement involves many other considerations such as land availability, engineering
feasibility, capital expenditure and cash flow, among the others. For the Manatee County case

Table 2-18 The Pareto optimal expansion strategies for the best and worst cases (n= 1)

Solution Z1 2 Optimal Expansion Strategies
Number e - : ; -
(kg) ($million) Period 1 Period 2 | Period 3 Period 4

1- 4.87x1010 2.77 1,2 6 - 10
2— 7.54x1010 193 1,2 7 10 6
3 9.63x1010 185 1,2 7 10 3
4- 1.06x10" 172 1,2 19 - 10
5— 2.31x10" 111 1,2 13 - 10
1+ 1.57x10M 347 1,2 16 10 6
2+ 1.84x10M 339 1,2 16 10 7
3+ 1.91x10M 335 1,2 16 10 5
4+ 2.14»10" 333 1,2 16 10 19
5+ 3.23x10 303 1,2 14 10 6
6+ 3.50x10™ 296 1,2 14 10 7
7+ 3.57x101 293 1,2 14 10 5

Note: Best compromised solutions #4- and #4* are in bold and italic.

study, however, one can further assess the best options for further engineering analysis and
evaluate the optimal management options. These two subjects are discussed below.

Best Compromised Solution

The optimal solutions in Tables 2-19 and 2-20 represent the best combination of systems’
cost and carbon footprints for the anticipated future water demand and the demands at the 10%
uncertainty bounds. To find the best compromised solutions for all three sets of future water
demands, the two objective functions are normalized for Z; and Z; in the same scale between 0
and 1. The normalized objective functions (N¥Z, and NZ») are given by:
Z,-Z™

1 Zl _Zl

Nz, =-2mts

< Z;nax _ Z;:mn

(2.31)

The normalized solution space for the optimal water infrastructure solutions is shown in
Figure 2-47. By the normalization, the best solution can be found by the distance to imaginable
solution of zero cost and zero carbon emission or the origin (0,0) of the plot in Figure 2-47. A
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Figure 2-47 Pareto solution fronts for the best compromised solutions for projected future water
demand (base case) and the demand with 10% uncertainties (best case and worst

case).

widely accepted definition of such distance is based on Minkowski’s L, metrics (Zeleny, 1973),

where 1 < g < oo .

La = ]:iwi(NZi)a:{

For water managers, @ = 1 means equal weighing for both objectives; a = 2 implies
weighted geometric distance between the solution (NZ1, NZ2) to the ideal solution (0, 0); and
a = implies minimization of the maximum NZ; when L, is to be minimized. The parameters
were set at a =2 and w1 = w2 = 1, for the Manatee County case study as an illustration. Using
these assumptions, the best compromised solutions for the three cases are:

(2.32)

For the projected water demand, the best compromised solution #3 would cost $2 million

or 0.8% more than the next less expensive option. The CO2.q emissions would decrease

by 27.1%.

For the best case with lower future water demand, the best solution #4+ would cost more

by 55% or $61 million than the next less expensive option. It would result in a 54%

reduction in CO2,¢q emissions.

For the worst case with higher future water demand, the best solution #4- would increase

the cost by $30 million or 9.9% more than the next less expensive option. The carbon
emissions reduction would be 33.9%.
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Decision support in master planning

It is noteworthy that the Pareto front is not continuous because practical water

engineering solutions are discrete. The trade-offs of the best discrete alternatives, as described
above and described in Tables 2-20 and 2-21, present a quantitative basis for managers to use in
the decision-making process. The co-benefits in emissions savings, cost, and engineering
feasibility are obvious when adaptive planning is considered for the water infrastructure
expansion.

Based on the optimization results, Figure 2-48 shows the optimal facility expansion

strategies in each of the five-year implementation periods, including the cost and carbon
emissions. The following conclusions can be drawn from this example exercise:

In the base case and the best case, the current water supply would be self-sufficient in the
first five-year period. The modeling results indicate that if the forecasted water demand
is underestimated, extra water resources would become necessary. Then the MARS-I and
MARS-II projects could provide sufficient water supplies to meet the demand until 2025.

According to Chang et al. (2012), the need for and the nature of optimal expansion
strategies in this time period are highly dependent upon the level of forecasted water
demand. The regional water option offers larger water supply capacity at relatively
lower unit costs than other alternatives. It would be needed in the worst case. In the best
case, however, regional water supply options are avoided due to their relatively larger
carbon footprints, primarily because of long distance water transfer. Other alternatives
available inside the Manatee County would provide better performance for both
objectives.

More water demand 1s anticipated starting from 2026. The modeling results indicate that
a variety of expansion strategies are available for selection in the decision-making
process. In all cases, the WUP alternative (e.g. alternative #10) is always preferred due
to its zero carbon footprint, or energy neutral, and low unit cost. In fact, was considered
as a priority in the County’s master planning.

The County’s Master Plan suggests that the MARS-I and MARS-II projects be adopted
by 2014, some regional water alternatives by 2017, and possibly another regional
alternative or MARS-IV by 2024. This case study on carbon footprint and cost suggested
that MARS-I, MARS-II and WUP alternatives would be the optimal alternatives in the
near future.

For the worst case in future water demand, MARS-I and MARS-II are still the most
desirable alternatives by 2016 (Figure 2-48). Regional supply alternatives would be cost
effective compared to other alternatives except the MARS projects. They may not
represent the most favorable solution in carbon emissions, because of necessary facility
expansion/construction and long-distance water transfer. As a compromised solution,
Dona Bay/Cow Pen Slough Restoration Option B (alternative #16) could be selected. It
has the lowest GWP impacts among all the regional alternatives.

There are several limitations in this analysis. These include uncertainties surrounding

water price, discount of the potential to receive SWFWMD funding and thus arbitrarily higher
unit costs, among the others. Their impacts on the determined optimal solutions are not
evaluated.
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Figure 2-48 Suggested optimal facility expansion strategies in each of five-year periods based on the optimization modeling of water
infrastructure expansion options for Manatee County, Florida.
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5. System-Scale Adaptation for Existing Urban Water Infrastructure

5.1. Basic considerations in adaptation engineering

Shown in Figure 2-6, urban planning is one major element with opportunity for
infrastructure adaptation. Urban-scale adaptive planning of water and transportation
infrastructure has the potential to generate adaptation co-benefits and improve the urban
performance and resilience with changes in climate and land use. Examples of co-benefit
potential were examined in preceding Section 4.0. The local-scale adaptation is focused on the
water infrastructure components. This type of adaptation is proceeded at the system-scale (Figure
2-2) in the engineering steps (construction and operation) (Figure 2-6).

One key requirement in adaptation is to define the limit of adaptation actions.
Felgenhauer (2013) defines the adaptation limit as the point beyond which adaptation's economic
return is diminished and a paradigm shift is necessary. To determine the threshold, engineering
assessments need to develop the technical basis necessary for evaluating adaptation potential and
feasibility. When necessary, additional rounds of planning-engineering-adaptation can be
conducted as illustrated in Figure 2-6.

Here in Section 5.0, these themes and basic considerations for adaptation are detailed
from an engineering approach. The concept of capacity reserve (CR) is introduced in the analysis
of the threshold in order to define the need for adaptation engineering and evaluate the adaptation
limitation. In the subsequent Sections 6.0 and 7.0, case studies will be used to illustrate the
adaptation engineering approaches for CR improvement in drinking water treatment and
distribution. Associated adaptation tools will be described.

5.1.1. Adaptation engineering for water infrastructure

Engineering design and implementation for adaptation of existing infrastructure can be
broken down into two stages: 1) system assessment of adaptation feasibility, 2) adaptation design
and implementation, and 3) effectiveness monitoring and adaptation update. These adaptation
elements are shown in Figure 2-49 in the context of existing water planning-engineering
processes.

The first step is to know the resilience of existing water infrastructure against the
projected hydroclimatic impacts. The process marked as Stage “1” in Figure 2-49 follows the
traditional water infrastructure planning for future land use and economic projections; the
planning and projections are the basis for planning and designing the existing infrastructure (See
Stage “0” in Figure 2-49). The capacity assessment of existing structure is commonly known as
the “bottom-up” approach. It is intended to evaluate the water infrastructure capacity and
capacity reserve, and then determine the threshold beyond which the water infrastructure would
lose its service functionality or said functionality is compromised. An example of “bottom-up”
approach is the EPA Climate Resilience Evaluation and Assessment Tool (CREAT)!?. In Section
5.3.2, the CREAT tool and its applications will be discussed.

12 hitp://water.epa.gov/infrastructure/watersecuritv/climate/creat. cfm
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Adaptation engineering can take place in Stage “2” of the planning and engineering
process in Figure 2-49. This second stage is focused on improvement of system’s CR by
adaptation and improvement of the existing water infrastructure. Because new infrastructure or
system revitalization requires an initial capital investment, a common management practice is to
first improve resilience through capacity improvement. This management consideration is also
shared in developing urban transportation infrastructure. As described in Sections 3.0 and 4.0,
scenario analysis for transportation and water infrastructure is often used to identify the most
cost-effective approaches, which primarily rely on capacity improvement as opposed to new

construction.

It is worth noting that the adaptive planning and engineering approach differs from the
traditional water infrastructure practice by considering climate as a variable (Figure 2-49). Water
infrastructure and land use planning time horizons can be as long as 30-50 years. This time frame
is comparable to the time in which change in hydroclimatic conditions can occur. However,
current model projections of future climate and hydrological conditions have a substantial degree
of uncertainty (Miller and Yates, 2008; IPCC, 2014, 2007), which means developing an
actionable and reliable technical and engineering design basis is often unavailable. It should be
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Water infrastructure adaptive planning and engineering

Assessment-adaptation process for water infrastructure planning and engineering.
The box in dashed line contains the elements of climate and land use projections in
infrastructure master planning. Arrows indicate process direction. Numbered labels
indicate the stages of engineering analysis (See text for explanation).
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noted that this uncertainty is likely to decrease as more comprehensive and accurate model
projections become available, but to overcome this current difficulty, an overall iterative adaptive
approach was outlined earlier in Figure 2-1 of this report. The iterative process and
planning/engineering elements from modeling, to adaptation design, to implementation and
monitoring are illustrated in the flow diagram in Figure 2-49.

Hydroclimatic variables important to water infrastructure services include the rate of
precipitation change, changes in watershed hydrologic variables such as runoff characteristics,
and water quality changes. Precipitation intensity, total precipitation, precipitation return
frequency and temperature are the most fundamental hydrologic parameters. All are currently
assumed to be constant in hydrological design guidelines such as the Atlas-14 precipitation
intensity-depth-frequency design charts (Bonnin et al., 2006, 2011). These parameters are not
static. Small rates of change and hydrological uncertainties can be managed through the use of
engineering safety factors. However, when the rate is excessive under a non-stationary climate
conditions, the current engineering design principles and technical basis may become
inappropriate (Yang and Goodrich, 2014). An adaptive modeling-monitoring approach is
necessary to successively refine the design basis (See Figures 2-1 and 2-49). This can lead to
better management of the climate risk and adaptation economics. Case studies are provided for
illustration in subsequent Section 6.0-7.0.

5.1.2. Adaptation attributes of three types of water infrastructure

Existing water infrastructure has a large physical footprint that is difficult to change
quickly, without large capital investment, when responding to new hydroclimatic conditions.
Over the past century, water infrastructure was designed and constructed underground based on
anticipated population increases and land use projections to meet the water needs, while climate
and precipitation regimes were assumed to be stationary (See Figure 2-49). The properties of this
infrastructure and its urban service functions developed so far under the stationarity assumption
can limit adaptation approaches.

Currently, the U.S. urban water supply and sanitation are carried out by three principal
types of water infrastructure: wastewater collection and treatment, drinking water treatment and
distribution, storm water collection and management (Figure 2-50). While the service function
varies geographically and differs among types of water infrastructure, general engineering and
management principles follow a triple bottom line of management objectives: protection of public
health, safety and welfare while maintaining environmental sustainability and stewardship,
system reliability, and engineering economics.

In this specific context the drinking water treatment and distribution in the U.S. are
designed for regulatory compliance with drinking water quality standards and for uninterrupted
water supply. Centralized wastewater systems serve to collect wastewater from individual users,
transfer it to a location for treatment and subsequent discharge into a water body under a
regulatory permit while minimizing public health risks and exposure. Onsite small wastewater
systems and decentralized wastewater management are the alternative systems serving small
communities and individual households (U.S. EPA, 2002), but are not discussed here because by
the very nature, they cannot be used in dense urban communities. Additionally, storm water
infrastructure has been constructed on a massive scale to provide drainage, sanitation and flood
control in an urban catchment area, primarily as a means to protect public infrastructure and
private property. In the U.S. Northeast and the Great Lakes region, storm water and wastewater
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networks often share pipes in a combined sewer system (CSS). Combined sewer overflows
(CSOs) occur during high-intensity precipitation, causing untreated or minimally treated, but
highly diluted wastewater to be by-passed at treatment plants due to hydraulic limitations of the
plants. The result is pollution in the receiving water bodies (U.S. EPA, 2001, 2008, 2009;
Weinstein, 2009; Capodaglio, 2004).

In the urban water cycle of water-wastewater-storm water, extreme precipitation impacts
on surface urban watersheds can potentially make several infrastructure components vulnerable to
providing desired service functions. These vulnerable locations are shown in Figure 2-50. The
nature of vulnerability is explained in Tables 2-22 and 2-23. Further technical discussions for
each are presented subsequently in the aspect of infrastructure CR.

5.1.3. The capacity reserve concept and climate resilience

The sustainability of water infrastructure is shown in its resilience and adaptability to a
changing environment. Resilience is defined here as the ability for a system to recover its
physical state and service functions after an external impact (Milman and Short, 2008; McDaniels
et al., 2008). Capacity reserve (CR) is an important physical attribute that quantifies the
resilience as discussed extensively in sustainability science literature (Tillman et al., 2005, 1998;
Dominguez and Gujer, 2006). Some (e.g., Oh et al., 2005; Chen et al., 2008) have discussed CR
in the context of urban carrying capacity.

The CR concept 1s a traditional concept in civil, structural and process engineering,
referring to extra capacity for assurance of desired structural integrity or performance (e.g.,
Tillman et al., 2005; Matos et al ., 2013). A commonly used term is the margin of safety, or safety
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Figure 2-51  Four types of infrastructure vulnerability under the threat of external impact event
(e.g., storm surge). In all cases, capacity reserve is the capacity difference between
the minimum service required and the design capacity. See text for more
explanations.
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factor in design. The system resilience in CR is measured by the ability of a water system to
provide a service level above the desired sustained level of service. One ultimate goal is to
balance CR, the risk of failure, and adaptation cost. Note that the risk of failure of water
infrastructure is the overarching concern, and it why significant redundancy or CR is built into
these systems. Similar social, environmental and economic objectives, known as the “triple-
bottom line,” apply to hydroclimatic adaptation in general (Cromwell III et al., 2007).

Figure 2-51 shows the CR concept and its relationship with infrastructure resilience. The
installed CR is a parameter to quantitatively measure the vulnerability threshold from which the
ecological system resilience concept of Marshall and Toffel (2005) is modified for infrastructure
adaptation analysis (Figure 2-51). For capital-intensive water infrastructure, at the core of
adaptation is the ability to increase its resilience for unanticipated changes and to build-in
adequate flexibility for control of the uncertainty-related risk. This capacity is shown for scenario
I and II in the case of an external impact from hydroclimatic or other environmental change. The
scenario Il represents temperature vulnerability of the infrastructure “out-of-service” below the
desired capacity. This condition in urban water supply and sanitation has happened with an
increasing frequency in the past decade; examples include the recent Hurricane Sandy in the New
York City and the adjacent coastal states, the droughts in Florida during the 2000s, flooding in
Houston in 2017 from Hurricane Harvey, and the ongoing droughts and fires in California. After
such hydroclimatic disruptions, some urban water infrastructure may not recover to the original
design capacity. The difference is capacity loss (Figure 2-51), often because of aging
infrastructure and damages from external climate impacts.

In contrast, the Types IIl and IV changes in infrastructure service are not recoverable
(Figure 2-51). The impact at #; results in permanent impairment of the infrastructure service
functions, while the Type IV results in the failure of water services, a condition that water
managers strive to avoid at all costs. In both cases, the infrastructure service functions are
significantly impaired to the extent to which it cannot provide the desired service level (Figure 2-
51). A service recovery requires capital investment for rebuilding at a significant cost or
paradigm shifts to avoid future recurrence of the service disruptions. Examples of these potential
scenarios include the damage by coastal hurricanes, storm surge, sea level rise and periodic
inundation (Comfort, 2006; Turnipseed et al., 2007; Gesch, 2005; Wing et al., 2002), impacts
from water pollution resulting from a climate event (e.g., Wing et al., 2002; Cann et a., 2012), as
well as preventative measures taken for adaptation and mitigation (e.g., Rosenzweig et al., 2007).
During the 2012 Hurricane Sandy, boil water advisories were issued to a large number of
customers and local health agencies, during and after the disruptive events'>.

As shown in Figure 2-51, adequate CR at the time of design and construction (to) is
needed to account for the CR reduction due to infrastructure aging. Effective CR at the time of the
global impact #; that is sufficiently large to avoid service disruption allows for timely recovery in
the recovery phase (Type I). Compared to this sustainable water infrastructure condition, the
Type I change makes the water service temporarily unavailable during the damage phase, a
condition that will require adaptation measures and engineering solutions.

Significant functional damage to water infrastructure in Type III and IV situations require
attention because of their long-lasting effects. While conventional rebuilding and reconstruction
are often the water resource measure, long-term sustainability has been discussed. Examples

13 hitps://www . health ny. gov/environmental/emergency/weather/hurricane/
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include water supply and sanitation paradigm changes (Gleick, 2000; Pahl-Wostl, 2007), urban
system re-planning and avoidance of disaster areas (Bull-Kamanga, et al., 2003; Godschalk,
2003; Comfort, 2006), and urban-scale or region-scale water management. Urban-scale adaptive
planning is another approach in that the urban resiliency that has been analyzed and improved
through a systematic analysis of land use, population distribution, and transportation-water
infrastructure. This method and application example in Cincinnati, Ohio will be described
subsequently in Section 5.3 and 6.0

One further complication in the systems analysis is the evolving urban management
objectives evolve with time. Thus the required service capacity f(7) is time-dependent. The f7)
increases with urban population and economic activities, while decreasing as water conservation
takes place. Thus, the resilience CR varies with time as either change in the required f{7) or
deterioration of infrastructure’s service capacity with time (e.g., aging water infrastructure).
When the CR limit is exceeded, the water structure functions are compromised (Figure 2-51) with
partial or complete loss of service capacity (Type Il and IV). For many water managers, the
central question is how to avoid the hydroclimatic impacts that lead to the Type II, IIT and IV
changes, by taking necessary and proactive adaptation measures.

5.1.4. CR and engineering practice

Engineering practices take different approaches to define and use CR for various water
infrastructure (more details will be provided in Section 5.2). The current practice emphasizes
accurate determination of the design variables to minimize the uncertainty and ensures a system
capacity adequate to provide a margin of safety or safety factor. The purpose is to minimize the
excessive capacity that could later become stranded (unused) capacity for economic
considerations, or on the opposite side to avoid the lack of capacity for intended services.
Making such design decisions occurs within a decision space that has a host of uncertain
variables (population changes, land use changes, economic uncertainty, climate, etc.). To
partially address the problem, some technical basis for design is incorporated. To wit,
engineering such systems commonly assumes a stationarity whereby the climate and hydrological
design parameters can be specified with appreciable degrees of “perceived” certainty; for
example, by using the Atlas-14 precipitation design charts.

In deterministic engineering, progressive refinement of design basis and engineering
objective 1s widely used to minimize uncertainty and thus the system costs. A small design
uncertainty, under the assumed stationary precipitation, allows the use of simple engineering
techniques such as a safety factor for key design parameters. However, this traditional
engineering practice is challenged by the recognition of a non-stationary climate and hydrological
variables. Because failure is so judiciously avoided, excess capacity is common in the water
industry, in the form of redundant systems. The large uncertainties in consideration of a non-
stationary climate would ensure excessive, if not prohibitive, capital and operational cost. The
alternative is to use adaptive engineering, by which the modification of water infrastructure CR is
planned, but not installed until the uncertainty is adequately reduced. One pre-requisite for this
adaptive approach is the modeling-monitoring framework shown earlier in Figure 2-1.

The engineering approach for adaptation differs from the current in how the required CR
is defined installed. The CR contingency can be is designed into the system. It is constructed and
operated later only when the engineering basis is adequately defined at a given level of managed
engineering risk. Several widely used engineering practices have a potential for adaptive
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engineering, such as modular design and phased construction (Girard and Mortimer, 2006; Chung
et al., 2009), decentralized water supply, wastewater and storm water management (Weinstein,
2009; Gikas and Tchobanoglous, 2009), as well as model-driven water reservoir operations for
river flow management under changing hydroclimatic conditions. .

For existing water infrastructure, adaptation potential can be pre-installed during
retrofitting and process optimization, realignment and expansion of existing infrastructure assets,
as well as operational changes; all may require substantial physical asset alteration which may be
surprisingly easy to accomplish as a part of renovation and replacement of aging infrastructure. It
requires water managers to consider adaptation at the time of conceptual engineering. The
consideration of the adaptation is considered necessary under following three conditions:

* Infrastructure planning horizon is long, for which future precipitation, land use and
population changes are not precisely determined. Only using this timeline can one evaluate
whether the rate of hydroclimatic change is too small to be “tangible” for adaptation, or too
excessive for the infrastructure to adapt at a reasonable cost. In this report, the adaptation
need analysis is set for the next 30-50 years or by year 2040-2060;

= The rate of precipitation change is larger than assumed in the original engineering design, or
the rate is comparable to those of the other two non-stationary variables — population and land
use changes;

= Large uncertainty in precipitation projection is translated and further propagated into
infrastructure engineering parameters, affecting the CR determination. The uncertainty is also
time-dependent, decreasing over time as the climate (precipitation) projection improves.

The similarity and differences among the three engineering approaches to improve the
infrastructure CR and performance are summarized in Table 2-19. Note that the engineering
methods and techniques are different for the existing and new water infrastructure.

5.2. Water infrastructure capacity reserve and resilience

5.2.1. Storm water infrastructure functions and design tolerances

Storm water, drinking water and wastewater infrastructure in an urban catchment are
schematically shown in Figure 2-50. Storm water infrastructure manages overland runoff and
channel flows. Its major components, service functions, and likely vulnerability to precipitation
change are listed in Table 2-20. In a non-stationary climate, future runoff time-flow (#-Q)
variations can significantly differ from that of the original engineering basis of design. This
difference affects the designed hydraulic conveyance capacity of a built storm water network.
The difference can also adversely affect the hydraulic and water quality design functions of low-
impact-development (LID) measures and storm water best management practices (BMPs).

5.2.1.1. Realized hydraulic capacity reserve

Carrying capacity and hydraulic profiles of a storm water network are designed to limit
the nominal pipe flow to a range of 0.6-4.6 m/sec. This design criterion is intended to prevent
excessive sedimentation in or erosive damage to the conveyance piping and the receiving water.
For a fixed topography, the runoff -0 profile in a storm water pipe depends on the precipitation
intensity, pre-storm soil moisture content, vegetation cover and land use patterns. Among the
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Table 2-19. Water infrastructure design and engineering domains, and their attributes.

Deterministic Engineering Domain (1)

Adaptation Engineering Domain (2)

Re-design & Re-construction Domain (3)

Adtribute

Potential action”

Atribute

Potential action*

Afiribute

Potential action*

New Infrastructure

Hydraulic capacity

Specific value

Engineering flexibility

Limited in quantity.
Realized at construction

Water quality capacity™

Specified value

Engineering flexibility

Techniques and examples

Limited in quantity.
Realized at construction

Process adjustment and
retrofitting;

No large-scale asset
modification;

Go to Domain (2) or (3)
in severe CR limitation

Range; capacity adaptively
installed

Flexible timing for exira
capacity installation

Range; capacity adaptively
installed

Flexible timing for extra
capacity installation

{1 A nent-adaptation-

monitoring for optimal

cost-benefit balance;
Go fo Option (3) for

severe CR limitation

Specific value

Large CR expansion
after re-construction

Optimization, retrofitting;

Specified value

Management and
objective re-evaluation

Large CR expansion
after re-construction

Stormwater Hydraulic design using Satellite retention Structure, LIDs / BMPs Adaptive capacity New infrastructure
infrastructure runoff rational methods for facilities; design for non-stationary installation; network with or without
facilities (e.g., retention Slice gate automation; precipitations; Go to Domain (3) for use of existing assets
ponds and storm sewer) Go to Domain (2) or (3) Module design, phased severe CR limitation
in severe CR limitation installation;
System monitoring and
forecasting
Wastewater Ten-State design Process automation; Module design, phased Adaptive capacity New designs and use of
infrastructure standards, other Flow detention facility; installation; installation; revolutionary

design protocols

Go to Domain (2) or (3)
in severe CR limitation.

Decentralized wastewater
system;

Onsite wastewater reuse;

System monitoring and

Go to Domain (3) for
severe CR limitation

technologies
and concepts

Optimization, retrofitting;
Management and
objective re-evaluation.

forecasting.
Drinking water Unit process and system Disinfectant, dosage System optimization, Network expansion; New designs and use of
infrastructure modeling and change; retrofitting; Adaptive capacity revolutionary

specifications (e.g., Go to Domain (2) or (3) Module design, phased installation; technologies
disinfection chamber) in severe CR limitation installation; Go o Domain (3) for

System monitoring and severe CR limitation

forecasting.

T T References | ASCE (2004), Lin (2001), | T Carter and Jackson (2007); | “Changetal, 2006; |

USEPA (1994; 2002a;
2008), Salvato et al.
(2008), engineering
codes and guidelines

Chung et al. (2009);
Semadeni-Davies et al.
(2008); Gikas and
Tchobanoglous, 2009;
Oron et al., (2007), Gupta
and Shrivastava (2006),
and USEPA (2009b)

Neuman (2009).

102

ED_002522A_00000129-00127



Table 2-19 continued.

Deterministic Engineering Domain (1)

Adaptation Engineering Domain (2)

Re-design & Re-construction Domain (3)

Attribute

Potential action*

Adtribute

Potential action*

Adftribute

Potential action*

Existing Infrastructure

- Technigues and examples |

Hydraulic capacity

Fixed

Engineering flexibility

Limited, and deteriorated
after construction

Fixed

Engineering flexibility

Stormwater
infrastructure

Wastewater
infrastructure

Drinking water
infrastructure

References

Limited and deteriorated

Infrastructure optimization,
refrofitting;

Go to Domain (2) or (3)
for severe CR limitation

after construction

Operation and
maintenance

USEPA (2004),
engineering codes
and guidelines

CS0 division adjustment;
Go to Domain (2) or (3)
for CR expansion

Range of values

Large, adaptively installed

Range of values

Large, adaptively installed

Urban LIDs, BMPs designed

for non-stationary
precipitation;
Structure retrofitting;
Recursive monitoring-
adaptation-assessment

lterative assessment-
adaptation-monitoring
for optimal cost-benefit
ratio;

Go to Domain (3) for
severe CR limitation

Specific value

Large CR expansion
after re-construction

Optimization, retrofitting;

Specified value

Management and
objective re-evaluation

Adaptive CR installation
(new infrastructure);

Go to Doman (3) for
severe CR limitation

Large CR expansion

after re-construction

New infrastructure
network with or
without use of
existing assets

Operational adjustment
for CR increase;

Process optimization
without large asset
change;

Go to Domain (2) or (3)

for severe CR limitation

Model-based system design
and upgrading;

Adaptive system retrofitting
and improvement;

Recursive monitoring-
adaptation-assessment

Adaptive CR installation
(new infrastructure);

Go to Doman (3) for
severe CR limitation

Application of new and
revolutionary
technologies

Optimization, refrofitting;
Management and
objective re-evaluation.

Operational adjustment
for CR increase;

Process optimization
without large asset
change;

Go to Domain (2) or (3)

for severe CR limitation

System optimization;

Process refrofitting without
large asset alteration;

Recursive monitoring-
adaptation-assessment

Chung et al. (2009), Gikas
and Tchobanoglous
(2009), Montalto et al.
(2007); and Donofrio
et al. (2009).

Adaptive CR installation;
Network expansion;

Go to Doman (3) for
severe CR limitation.

Application of new and
revolutionary
technology;

New infrastructure
expansion for CR

Neuman (2009).

Note:

* - Potential actions at the upper limits of infrastructure CR and flexibility.
** - Refers to the capacity of a water infrastructure in maintaining performance on specific water quality criteria.
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Table 2-20. Important engineering attributes for stormwater infrastructure adaptation

Function

Major Design Criteria™

Vulnerability **

Adaptation

Unit Operation i i i
Physical Chemical, biclogical Physical Hydraghc Water Qual!ty Function Example
damage  Function Function
Stormmwater collection

Stormwater collection Stormwater runoff collection | Drain inlet spacing <183 m; Prevent methane and Likely Likely Likely Stormwater ponding, urban  {Stormwater inlet design for non-
in urban area for reliable Manhole spacing: 122-183 m sewer gas generation; medium high low flooding, and drainage -stationary precipitation.
drainage and sanitation (varied with pipe diameter); |Remowve oil and grease, management.

25-year design storm (varied) | debris and large
objects.

Stormwater gravity drain  |Stormwater transfer by pipe | /O design limit in per day- Prevent methane and Likely Likely Likely Infiltration / exfiltration (I/O)  |Pipe repair, |/O management;

and conveyance network to discharge -km-cm; sewer gas generation medium high low management; Drop manhole alignment for new
locations or retention Flow velocity: 0.6-4.6 m/s Pipe flow velocity caontrol Q-t profiles;
facilities for gravity sewer In-line degritter for debris

Stormwater BMPs and LIDs*

Hydraulic retention Increased water retention in Varied Likely Varied Increased retention function |Detention pond, stormwater swirl,
urban catchment basin for high for non-stationary and permeable pavements
reduced peak flows precipitation

Stormwater treatment Enhanced water quality Performance design for Varied Varied Likely Enhanced water quality Distributed stormwater retention

ponds and bioretention improvement within target poliutant high improvement within and treatment ponds

facilities an urban catchment removal. an urban catchment

Varies, based on assumed

Groundwater recharge  |Diverting water from the precipitation stationarity Varied Likely Likely Reduced stormwater channel |Permeable pavement, green roof,

or evaportranspiration urban catchment and low low flow and discharge recharge sewer.
channel flows

Stormwater reclamation  |Reclamation and reuse of Contaminant prevention Varied Likely Likely Collection and treatment of Cisterns, rain barrels, rain
storm water diverted from for source water in high high stormwater for beneficial gardens
channel flows reclamation reuse

\CSSandCcSOconrol | 7 T I I

Stormwater diversion Prevent hydraulic overloading | Flow rate and water level for Likely Likely Likely Reduce CSO impacts to both |System engineering of retention
of wastewater treatment diversion vahes in CSS; low high high wastewater treatment and CSO freatment facilities;
plant in high-intensity Water level control in CSO plants and discharge Extreme precipitation forecasting
precipitations refention facilities. receiving water and emergency responses.

|Stornwater discharge | T I

Stormwater discharge at  |Discharge treatment effluent | Flow rate and discharge Varied in water quality Likely Likely Likely Reduce discharge impacts Discharge swirl and detention;

constructed outfalls into a water body under a velocity parameters low medium medium on receiving water in Sensor-based monitoring-

NPDES permit

erosion, temperature,
turbidity and nutrients.

controlled discharge

Note:

* Summarized from civil engineering manuals and U.S. engineering codes and guidelines. These design criteria are for general guidance.
** - Qualitative rating for anticipated major changes in precipitation and hydrology, excluding the extreme meteorological events.
# - Stormwater BMPs and LIDs are organized in the four groups.
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factors, precipitation intensity and soil moisture are climate-dependent. Design precipitation
intensity at a given return interval (e.g., 10-year design storm) is commonly determined from
categorized precipitation charts such as NOAA precipitation Atlas 14 (NOAA, 2007), National
Weather Bureau Technical Paper 40 (Hershfield, 1961), and the SCS 24-hour rainfall curves
(Guo and Hargadin, 2009). These current methods are all based on assumed precipitation
stationarity.

Hydraulic CR of
a storm water pipe is D (in}
realized from two
primary sources.
Because of the
stochastic hydrologic
process and the
uncertainties in
hydrologic parameters, a
large empirical safety
factor around 1.5-2.0 is
often used in hydraulic
design. For example,
Schaad et al. (2009)
described an approach

¥ {m/s)

X CO DA 1 1.5 a0 25 35
of using large safety b tm)
factors in hydraulic

engineering of a Figure 2-52  Maximum percentage increase (4Q%) in hydraulic
holistically managed capacity of storm water conveyance using commercial
concrete pipes of discrete nominal diameters (D). Eq.
2.33 is used for the calculations.

storm water system.

The other primary
source of hydraulic CR
comes from the fact that
storm water pipes are available only at fixed nominal diameters, and minimum diameter
(typically 15 inches) are often specific. This means that the hydraulic carrying capacity ((J;) of
installed pipe with a diameter () is greater than the design peak flows ((;) carried by a pipe

diameter (di»). The maximum increase for the installed carrying capacity (ﬂ} is:
1

2
Q-Q _[dmn | * 2.33
Q ( } o

For storm pipe mains larger than 0.60 m (24 in) in diameter, this engineering practice
potentially offers a hydraulic CR of 31% on average while satisfying the design criteria on pipe
flow velocity selections (Figure 2-52). In this simple envelope calculation, 40% is calculated
using Eq.2.33 for pipes at a hydraulic slope () of 0.2% and 0.5%. Pipe flow velocity (}) in a
range of 0.6-4.6 m/sec by engineering standards, is calculated using Manning’s equation. The
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maximum capacity increase is approximately 60% for lateral pipes of diameter <0.61 m (24-in).
Therefore, combining with a safety factor of 1.5-2.0, the pipe engineering practice could have
installed a maximum hydraulic capacity up to 230% of the design value. Of course, one reason
for doing this is that the stormwater pipes get sand and other material building up on the bottom
since the flows are often not continuous, which reduces the capacity of the pipe and the available
CR.

5.2.1.2. Water quality limitations

Climate-driven water quality changes can significantly limit the infrastructure CR in storm
water adaptation. Studies (e.g., Horowitz, 2009; Whitehead et al., 2009; Yang et al., 2002) have
linked the intensity of peak runoff to the increased turbidity, and higher metals, chemical, and
dissolved organic carbon loading in urban streams. Peak pipe flow and high discharge velocities
are also found to be responsible for soil erosion, water quality degradation and ecological
deterioration at outfalls and their immediate downstream segments (See McCorquodale, 2007,
Novotny and Witte, 1997). These hydrologic and water quality changes can be attenuated or
amplified within an urban catchment (Table 2-20).

CSO events during intense precipitation are a major factor limiting infrastructure CR
otherwise available for adaptation. Storm water runoff and untreated, but diluted, sewage 1s
diverted for discharge when storm water peak flows exceed hydraulic capacity of the wastewater
treatment plants and the available retention facilities. The peak flow, on the other hand, is a
function of the precipitation duration and intensity, the catchment basin hydrograph, and the
groundwater infiltration rate into the pipes (Black and Endreny, 2006; Lai, 2008; and Diaz-
Fierros et al., 2002). More intense precipitation events projected as future climate conditions will
likely yield greater peak flows and more frequent CSO events unless efforts are undertaken to
separate flows (U.S. EPA, 2009a; Capodaglio, 2004; Alp and Melching, 2009). The U.S. EPA
(2013c¢) 20-watershed study showed significant hydrological flow modifications that can worsen
the CSO situations (Johnson et al., 2015).

Furthermore, the national adaptation reports on watershed hydrological responses (U.S.
EPA, 2014) demonstrated different responses in watersheds to different hydroclimatic provinces.
Land use and the degree of impervious surface in the urban watersheds can lead to varying
responses to future climate-related precipitation changes, often increasing peak flows and runoff.

Storm water BMPs and LIDs are widely used for enhanced storm water retention and
reduced peak runoff. They are also currently engineered assuming a precipitation stationarity
(e.g., Lai, 2008; Montalto et al., 2007; U.S. EPA, 2004; Marsalek and Chocat, 2002; Dietz, 2007,
Carter and Jackson, 2007; and Gilroy and McCuen, 29). Thus, they are also vulnerable to
reduced performance and effectiveness under a non-stationary climate (Table 2-20). Semadeni-
Davies et al. (2008) further suggested the need to consider climate and precipitation changes in
storm water BMPs designs.

The U.S. EPA’s National Stormwater Calculator (NSC) estimates and evaluates BMP and
LID applicability in reducing storm water runoff (U.S. EPA, 2014). While the tool includes
precipitation projections under future climate scenarios, a comprehensive nationwide evaluation
has not been conducted. With this data not yet available, the maximum CR of 230% of the design
value was taken as the upper limit.

106

ED_002522A_00000129-00131



5.2.2. Drinking water infrastructure functions and design tolerances

5.2.2.1. Engineering resilience in a distribution network

Community water systems (CWS) in the U.S. provided water supplies to over 292 million
people in 2008. Engineering attributes of major CWS components and their potential
vulnerability to precipitation changes are shown in Table 2-21. Drinking water distribution
following the treatment (Figure 2-50) is engineered to meet water demand for both domestic
consumption and firefighting throughout a service area. Long-term water demand variations, a
prime engineering factor in water distribution design and operation, is linked to demographic and
land use changes and to the transformation of water-intensive industries (Levin et al., 2002; Pires,
2003; Hummel and Lux, 2006). It is commonly captured in urban development master plans and
prime engineering factor in water distribution design and operations, is linked to demographic
and land use changes and to the changes with water-intensive industries (Levin et al., 2002; Pires,
2003; Hummel and Lux, 2006). Long-term water demand variations are commonly captured in
urban development master plans and regional economic development projections (See Figure 2-
49) that may have intrinsically included adequate hydraulic capacity for adaptation.

Water quality changes within a distribution system have been extensively studied.
However, little is directly related to future climate and hydrological conditions. In a study of
climate adaptation for a large U.S. Midwest utility, Li et al. (2009, 2014) and Clark et al. (2009)
reported that an increased total organic carbon (TOC) level in (surface) source waters under
future climate scenarios could lead to higher TOC concentrations in produced water and
subsequently greater disinfection by-product (DBP) formation, potentially at levels in violation of
the U.S. drinking water standards. This water quality effect can significantly reduce the available
infrastructure CR, making adaptation necessary. Table 2-20 lists a variety of adaptation options
in unit process engineering, such as enhanced TOC removal using GAC or chemical flocculation
(e.g., Jarvinen et al, 1991; Crozes et al., 1995, Li et al, 2009; and Clark et al., 2009), water age
reduction and chlorine addition optimization for DBP control (Carrico and Singer, 2009; Prasad
et al., 2004; Boccelli et al., 2003). In addition, higher surface water and associated drinking
water temperatures in future climate scenarios will very likely change the disinfection kinetics,
DBP formation rates and biological stability in a distribution system. These areas of indirect
hydroclimatic impacts are worthy of further investigations.

5.2.2.2. Realized capacity reserve in drinking water treatment

Water intake and water treatment are vulnerable to the direct impacts of precipitation
changes (Table 2-21). Detailed modeling-monitoring studies have shown the degree of these
impacts in surface water bodies of different sizes across the U.S. (See U.S. EPA, 2013b). These
impacts vary among watershed, different types of land use and land cover, as well as the nature of
precipitation and temperature changes. Overall, a water treatment process is required to
accommodate these source water variations and to provide finished drinking water in compliance
to the SDWA regulations.

As shown in Figure 2-50, a typical surface water treatment process in the U.S. consists of
pre-oxidation, rapid mixing, flocculation and sedimentation, granular filtration, advanced
treatment if necessary [e.g., GAC filtration, membrane separation], and finally disinfection in
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Table 2-21. Important engineering attributes and likely vulnerability in drinking water treatment and distribution systems for community water supplies.

Major Design Criteria® Vulnerability ** Adaptation
Unit Operation Function i i
Physical Chemical, biological Physical Hydraghc Water Quahty Function Example
Function Function
Source water protection
Source water intake  |Protect source water quality  |Water level at water Minimize daily and seasonal Adaptive change of intake Multi-elevation intake
at water intake intake water quality variations, Likely Likely Likely elevation and location; aprons
Asdsgri.waterfxvanatzhtyt.for Intake security against Mmtn'.nltzekbmlog!cal groml/th High Medium Medium Physical damage Enhanced structure
rinking water production physical darmage at intake (e.g., mussel). profections supports
Drinking water treatment
Rapid mixing Rapid dispersion of <1 min retention time Likely Likely Likely
coagulants in water Low Low Low
Coagulation & TOC and particulate removal  {15-20 min and 18-25 Varied dosage among Likely Likely Likely Inflow TOC variations Sensor-based TOC
Flocculation min residence time for | coagulants: alum, Low Low High monitoring and chemical monitoring and process
high-energy and low- chlorine, polymer, and dosing control. adaptive control
energy flocculation. potassium permanganate
Clarification Remove settleable solids 32.6-48.9 m/dim? for Likely Likely Likely Reduce high-turbidity effect |Process monitoring and
after flocculation. turbidiity removal Low Medium Medium on downstream units; control;
Alternative unit processing 20 4-32 6 miid/m? for Remove excessive algae Unit process optimization
by membrane and z.algae.removai present in raw water.
particulate filtrations
Dissolved air floatation|Remove solids and odor with  |10-12 mvh air flow; Follow coagulation / Likely Likely Likely Adjust particle surface Unit process optimization
(DFA) ascending fine bubbles 5-10% recycle flow. flocculation unit process Low Low Low charge for enhanced DFA
High rate filtration Remove various constituents, |hydraulic loading: 83 Likely Likely Likely Reduce shock loading of Process monitoring and
including turbidity, coliform, | |/m?min (rapid sand) Low Medium Medium high turbidity; control
color, taste, metals, and Backwash moritoring Optimize backwash
foxic chemicals and operation. scheduling, operation.
Oxidation and Biological inactivation and Disinfectant concentration Likely Likely Likely Reduce TOC concentration  |Refrofitting for higher
disinfection oxidation of organic limit:1.0 mg/l. CI™: Low Low High and variations; contact efficiency;
matters Contact time Unit process optimization. Change of oxidants.
lon exchange Cation or anion exchange o |Service flow rate: <668 Likely Likely Likely Rermove excess turbidity Process adjustment;
remove nitrate, Fe, Mn, L for N*2 removal- Low Low Medium in pretreatment; Enhanced water
and hardness Backwash rate: 81-122 Proo§s§ u?it arrar;gefr.";ent., o pretreatme.?t; .
L/ for N2 remmoval optimization, retrofitting. rocess menitoring
Membrane filtration Remove organic and Hydraulic loading rate; Inflow pH range; Likely Likely Likely Pretreatment to remove Pretreatment with coarse
inorganic contaminants Temperature; Membrane anti-degradation; Low Low Low excessive turbidity; membrane filter;
by using membranes Suspended solids. Biological growth. Backwash operations. Back-wash automation
GAC adsorption Absorb chemicals onto 10-12 mvh loading; Regeneration time; Likely Likely Likely Increase GAC adsorption Adjust GAC regeneration
absorbent media Bed depth and volume.  [DOC, odor, and other Low Low High efficiency and prevent cycle;

contaminant removal.

break-through

Operation optimization.
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Table 2-21 continued.

Design Criteria*

Vulnerability **

Adaptive Engineering and Management

deliver water from treatment
plant to consumer's tap

Flow velocity: 1.2-1.8

/s in mains.

Water quality standard
compliance at user's tap.

Water quality management;

Major Operation Unit Function i i
Physical Chemical, biclogical Physical Hydraghc Water Quahty Functions Example
Function Function
Treatment process Overall specification of Process flow rate; Drinking water treatment Likely Likely Likely Increase treatment capacity |Process optimization,
each process unit for Flow variations. guidelines Low Medium High reserve for new source retrofitting, or change
freatment objectives Drinking water quality water variations and water and expansion
standards. demand changes
Drinking water distribution
Water demand Spatial and temporal dermand |Not applicable Not applicable Not Likely Likely Water demand management |Water pricing, lawn
variation affect network Applicable High High under high temperature irrigation timing and
operation and water age and heat stress of future management
climate
Pipe network A network of pipes in different|Pressure management.  |Corrosion protection; Likely Likely Likely Prevent pipe corrosion and  |In-network water
diameters and materials to 413 kpa (241-689 kpa) |Water age management; High Low High leaks under future climate; | treatment such as

chlorine addition
and THM stripping.

Note:

* Summarized from ASCE/AWWA (2004), Lin (2001), Salvato et al. (2008).

** . Qualitative rating given for major changes in precipitation and hydrology, excluding the extreme meteorological events.
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clear wells before distribution. In the design of these treatment process units, a simple empirical
safety factor of 1.2-1.5 is often used; some larger values are possible. For example, Kim and
Bae (2007) proposed a safety factor of 2.0 in hydraulic design of a baffled GAC contactor for
odor control. More advanced probability-based methods are developed for systematic reliability-
cost tradeoff evaluation. Boccelli et al (2007) described process optimization guided by a cost-
performance ratio to determine safety factors in the flow rate design of an infiltration-based
surface water treatment plant. Gupta and Shrivastava (2000) introduced a water treatment design
method based on Monte-Carlo simulation to quantify performance uncertainties in suspended
solids removal.

Li et al. (2009) developed a Monte Carlo methodology to simulate the cost-probability
curves in GAC contactor process modification. While these advanced design methods better
quantify the capacity and cost CDF curves, they require extensive input data and computation.
Instead, the traditional safety factor method is widely used in field engineering of the
deterministic domain. This practice alone yields a maximum treatment capacity at 150% of the
design value to permit redundancy when units are out of service. For impacts exceeding the CR
limits, adaptation is needed to increase infrastructure CR, mostly through treatment plant
retrofitting, process modification, or change of unit operations (Table 2-21).

An engineering adaptation example is given by Li et al. (2014; 2009) and Clark et al.
(2009). In the Section 6.0, the adaptation engineering model “Water Treatment Plant — Climate
Adaptation Model” will be described. Its application at the Greater Cincinnati Water Work’s
Richard Miller treatment plant will be described in a later section.

5.2.3. Wastewater infrastructure functions and design tolerances

5.2.3.1. Realized capacity reserve in hydraulic loading

Important engineering functions and physical attributes for wastewater infrastructure are
shown in Table 2-22. A general wastewater treatment process in the U.S. includes
physiochemical pretreatment, biological oxidation of macronutrients (primarily BOD), possible
filtration to reduce suspended solids, optional tertiary treatment (N and P removal), and finally
effluent disinfection before discharge (See Figure 2-50). Hydraulic loading capacity is often
specified for future wastewater generation within a service area and to account for groundwater
infiltration into wastewater collection pipes (Lai, 2008; Lin, 2001). These variables are lumped
into a single parameter — wastewater generation rate per capita in engineering designs (for
example, 1900-4550 Ipd/person (500-1200 gpd/person)). In addition, an empirical safety factor
of 1.2-4 is used to accommodate unexpected hydraulic variations (peak hours). Values up to 4.0
are justified for special engineering conditions, such as complex hydrogeological regions, aged
water collection networks with extensive infiltration and exfiltration, very small service areas, or
service areas of large variation in wastewater generation rates.

5.2.3.2.  Realized capacity reserve in biological systems

Space-demanding aerobic and anaerobic biological treatment is a limiting unit process
that frequently determines available CR at a wastewater treatment plant. All wastewater plants
have significant CR to permit unit operations being taken out of service for maintenance due to
the corrosive environment in which they operate. The limitation and vulnerability are illustrated
in the design or retrofitting of an aeration tank, a principal unit in the activated sludge
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Table 2-22. Important engineering attributes and potential vulnerability of wastewater infrastructure

Major Design Criteria* Vulnerability ** Adaptation
Major Operation Unit Function i i
Physical Chemical, biclogical Physical Hydra_u!ic Water Quality Function Example
Function Function
Wastewater collection
Wastewater collection Wastewater collection from | \apy yield: 0.38 m/person-day; | Sulfur and methane gases Likely Likely Likely Pipe /O flow management; | Pipe leak detection;
all users in aservice area | Flow velocity: 0.6-4.6 m/s: generation High High Low Wastewater reuse and Dual pipe system;
Flow rate: 1.5 m® /person-day separation. Onsite wastewater
(laterals and branches) treatment
Wastewater pumping Wastewater transfer to a 11O rate: < 0.45 m*/day-km-cm; Sulfur and methane sewer gas Likely Likely Likely /O management; Pipe leak detection
and conveyance central location(s) for Flow: 0.95 m¥ca-day (main): management; High High Low Flow velocity & abrasive Drop manholes;
treatment Flowvve.locity: 06-46ms Fire hazard prevention. damage control. in-line degritter
Wastewaler treatment
Preliminary treatment Solids and debris removal in | Screen debris removal: >5.1-cm |Not applicable Likely Likely Likely
(screening, degritting) headworks Flow (grit chamber): ~0.328 mvs; Low Low Low
Aerated grit chamber: 2-5 min
residence time
Primary treatment - Removal of seftleable solids | Peak flow <0.71 Ips/m?: Target removal rates: Likely Likely Likely Flow equalization facilities Monitoring and increased
Sedimentation tank and 25-35% BOD Maximum weir load: 2.16 Ips/m; BCD: 20-40%, TSS: 35-65%; Low Medium Medium to smooth flow variations; maintenance
Water depth: >2.1m. Settleable biosolids: 50-75%. Process monitoring
Secondary treatment - Biological treatment to Filter depth: 1.5- 3.0 m; Normal: 0.08 - 0.40 kg Likely Likely Likely Process control for Trickiing filter retrofitting;
Trickling fiters remove BOD and Hydraulic loading: BOD/mM™-day; Low High High resilience in shock loading |Change recirculation ratios;
macronutrients 0.012 - 0.047 Ips/m?’, or High-rate: 0.48 - 1.44 kg Process flow stabilization Process monitoring and
0.047- 0.47 lps/m’ (high rate). | BOD/M™-day. control for weir loading.
Secondary treatment - High efficiency of BOD and | Welir loading: 1.44 Ips/m; Maximum BOD loading: Likely Likely Likely Process control for Madify cell age and sludge
Activated sludge process | nultrient removal Hydraulic loading: 0.24-0.64 kg/day/m®; Low High High resilience in shock loading | return rate;
0.47-0.57 lps/m” Aeration rate: Increase treatment Improve aeration efficiency;
0.38 Ips/?’ with nitrfication 93.5-125 m® oxygen / kg BOD capacity reserve. Increase aeration capacity.
Secondary and final Settleable biosolid removal Surface settling rate: Not applicable Likely Likely Likely Enhance biomass setting Operational adjustment
clarifier 50-62 Ips/m? Low Low Low
Nitrogen removal Successive nitrification Varies. See U.S. EPA (200Sb).  |Varies. See U.S. EPA (200Sb). Likely Likely Likely
and denitrification Low Low High
Chierination Treatment effluent >15 min contact time in <200 fecal coliform / 100 mi Likely Likely Likely
disinfection chlorination contact basin Low Low Low
Treatment process Overall specifications of Process flow rate; Surface water quality standards Likely Likely Likely Increase treatment capacity |Process optimization,
each process unit for Flow rate variance. for discharge control Low Medium High reserve to against source retrofitting, or change
treatment objectives water variations and water and expansion
demand changes
Wastewater effiuent discharge
Treatment effluent Treatment effluent discharge | Varies depending on discharge Varies depending on discharge Likely Likely Likely Discharge limits sensitive to  |Adjust treatment process
discharge under a permit regulations regulations Low Medium High the impacts on receiving for likely to-be-revised
streams; discharge limits.
Compliance to discharge
limits.

Note:

111

* Summarized from "10-state" wastewater treatment standards and Lin (2001). These design criteria are for general guidance.
“* - Qualitative rating given for major changes in precipitation and